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Preface 

The 6th International Symposium on Audiological and Auditory Research (ISAAR) 
was held at Hotel Nyborg Strand in Nyborg, Denmark, from August 23 to 25, 2017. 
Two-hundred colleagues from all over the world participated; 30 talks and 56 
posters were presented. Many of these contributions can be found as written articles 
in the present proceedings book. 
 
The focus of this ISAAR was on adaptive processes in hearing and also included 
contributions covering a wide range of other topics within auditory and audiological 
research. Different perspectives were presented and discussed, including current 
physiological concepts, perceptual measures and models, as well as implications for 
new technical applications. 
 
The goal of the symposium was to gain insight from current research in different 
areas and disciplines within hearing science and to relate the findings across these 
disciplines. The programme was comprised of the following sections: adaptive 
behavior in complex listening environments; neural mechanisms and modeling of 
adaptive auditory processes; “maladaptive” processes in hearing; 
electrophysiological correlates of auditory adaptation; and adaptive and learning 
processes with hearing devices. The various presentations reviewed current 
knowledge in the respective areas and shared new developments, hot topics, and 
future challenges. In addition to the presentation of the scientific topics, one of the 
major aims of ISAAR is to promote networking and dialogue between researchers 
from the various institutions and research centres. ISAAR enables young scientists 
to approach more experienced researchers and vice-versa and supports links across 
disciplines. At the symposium, there was a very lively discussion between the 
researchers spanning a large variety of academic backgrounds. 
 
The organising committee would like to thank GN Hearing for the financial support 
that made this symposium possible. A special thank goes to Nikolai Bisgaard for his 
help and support in various matters during the planning and implementation of the 
symposium. Thank you also to GN Hearing for preparing and providing the 
symposium material. Last, but not least, the committee thanks all of the authors for 
their excellent presentations and all of the participants for the lively discussions. 

On behalf of the organizing committee, 

Torsten Dau  
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Short-term auditory learning in older and younger adults  

HANIN KARAWANI1,2, LIMOR LAVIE1, AND KAREN BANAI1,* 
1 Department of Communication Sciences and Disorders, University of Haifa, Haifa,  
  Israel 
2 Department of Hearing and Speech Sciences, University of Maryland, College  
  Park, MD, USA 

Why speech perception in noise declines with aging remains under substantial 
debate. One hypothesis is that older adults adapt to perceptually-difficult 
listening conditions to a lesser extent than younger adults, and this, in turn, 
contributes to their difficulties. To test this hypothesis, we are conducting an 
ongoing study on the association between speech perception and perceptual 
learning. Here we compared the rapid learning of speech in noise between 
normal-hearing older and younger adults. All participants completed 40 
minutes of training during which they listened to auditory passages embedded 
in adaptively-changing babble noise and answered content questions. To assess 
learning and transfer, participants were tested on the trained task and on two 
untrained tasks (pseudoword discrimination and sentence verification) before 
and after training. Both groups showed improvements over the course of the 
training session. Pre- to post-test improvements were observed on the trained 
task but not on either of the untrained ones. Consistent with the idea that poor 
rapid learning might limit perception in older adults, strong correlations were 
found between the amount of improvement during training and baseline 
performance of the untrained tasks.  

INTRODUCTION 

Aging negatively influences speech perception in noise even in individuals who 
maintain audiologically-normal hearing (e.g., Dubno et al., 1984; Pichora-Fuller et al., 
1995). However, life-long experiences (e.g., playing a musical instrument) can partially 
offset this deleterious effect (Parbery-Clark et al., 2011). Whether relatively short 
training protocols can yield similar effects is debated because the effects of such 
protocols in clinical populations are often disappointing (Henshaw and Ferguson, 2013). 
Improvements on perceptual tasks are variable across studies, and generalization effects, 
when shown, are not robust (e.g., Anderson et al., 2013; Ferguson et al., 2014; 
Karawani et al., 2015). This could arise from age-related declines in perceptual learning, 
similar to the well documented deterioration in speech perception in noise. Because it is 
thought that one possible role of perceptual learning in ‘real life’ is to allow adaptation 
to challenging listening situations through rapid learning (Samuel and Kraljic, 2009), we 
are interested in the effects of age on this learning. The majority of previous studies 
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investigated the effects of multi-session training protocols. Therefore, the effects of age 
on rapid learning and on the relationships between rapid learning and the recognition of 
perceptually-difficult speech are not well understood. 

Thus, the goal of this study was twofold: (1) To directly compare learning between 
older and younger adults and to determine whether there are age-related declines; (2) To 
assess the pattern of correlations between perceptual learning in one task and 
performance in other speech in noise (SIN) tasks. Specifically, we asked whether poor 
perceptual learning in one trained task is associated with poor baseline performance in 
two other untrained tasks.  

MATERIALS AND METHODS 

Twenty-two older adults (17 females) aged 60–81 years (mean age: 70 years, SD: 5) 
and twenty-eight younger adults (18 females) aged 20–30 years (mean age: 25 years, 
SD: 3) volunteered to participate in the study. All participants were native Hebrew 
speakers, with no history of neurological disorders and with normal hearing. Hearing 
was defined as normal according to the World Health Organization criteria (4-frequency 
pure-tone average thresholds ≤ 25 dB HL). On the first session all participants 
underwent a series of three SIN tests (pre-test) and then immediately completed a 40-
minute training session. They were tested again on the same series of tests on the next 
day (post-test). All tests and training stimuli were embedded in four-talker babble noise 
and presented via headphones. Noise and all stimuli were normalized to 70 dB SPL. 
This design replicates that of Karawani et al. (2015), except that brief training was 
administered here. Given the differences in SIN performances between younger and 
older adults (Dubno et al., 1984; Lavie et al., 2014), the initial signal-to-noise (SNR) 
ratios of each task differed between groups (see below), such that the older group started 
with a more favourable SNR than the younger group.   

Pre- and Post-tests included SIN tests on the trained task (A. Passages test) to assess 
the learning effect, and on two other untrained tasks SIN (B. Pseudoword discrimination 
test and C. Sentence verification test) to assess generalization. A. Participants listened to 
thematic passages (e.g., about energy conservation) taken from popular science articles 
(specific details can be found in Karawani et al., 2015) and embedded in noise, and 
were asked to answer visually-presented multiple choice questions related to the content 
of the passage. Passages were 6-9 minutes long and a question was presented every 2-3 
sentences. The initial SNR value of the test was    +10 dB for older participants and 0 
dB for younger participants. Mean SNR thresholds (in dB) were calculated for each 
participant. B. Pseudoword discrimination: Participants performed a same/different 
discrimination task in which 60 pairs of two-syllable pseudowords embedded in noise 
were presented aurally by a native female speaker, with equal numbers of “same” and 
“different” trials (e.g., “same”: /damul/-/damul/, “different”: /malud/-/maluk/), with 
equal number of pairs from each phonetic contrast and vowel template (for details see 
Karawani et al., 2015). Discrimination thresholds (in dB) were calculated for each 
listener from the staircase data. C. The sentence verification test required listeners to 
make plausibility judgments on 60 simple sentences (e.g., “The young child climbed the 
high tree.”) embedded in noise. After hearing a sentence, listeners had to determine 
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whether the sentence was semantically plausible (“true”) or not (“false”). Mean SNR 
thresholds were calculated for each participant from the staircase data. Both pseudoword 
discrimination and sentence verification tests were administered with a starting SNR 
value of +5 dB for older adults (similar to Karawani et al., 2015) and 0 dB for younger 
participants. SNR levels then were adapted by steps of 1.5 dB based on their responses 
with a 2-down/1-up adaptive staircase procedure. Across tasks, visual feedback was 
provided for both correct and incorrect responses. 4-talker babble noise was used for all 
tasks. Participants completed all tasks by making their decisions through a computer 
interface which recorded their responses and calculated the thresholds. 

SIN training included seven blocks of training on passages embedded in 4-talker babble 
noise (similar to the passages task used in the pre- and post-tests, but with passages on 
different topics). An adaptive 2-down/1-up staircase procedure was used to adjust the 
level of difficulty to the performance of each listener based on their individual 
performance. The adaptive parameter was the SNR, where the noise level changed by 1.5 
dB. Mean SNR thresholds of each block was calculated for each participant. The intensity 
level of the signal at the initial presentation of the first block was 10 dB greater than that 
of the noise (+10 dB SNR) for older participants. For younger participants the starting 
SNR was 0 dB. Improvement with training is reflected by a reduction in the threshold, 
suggesting that as training progressed listeners could maintain a good level of accuracy 
even with a more “difficult” (lower quality) stimulus. For each listener, the starting SNR 
for each block of training was based on the SNR at the end of the previous block.  

RESULTS 

Learning following brief training 

Training effects across the seven training blocks were analysed for each group 
separately (Fig. 1A). To enable comparisons between groups with different starting 
SNRs, “normalized” scores were used. For each participant SNRs were adjusted such 
that block 1 values were fixed to 0. Then, for each subsequent block, SNR was 
presented as the difference (in dB) from block 1.  To determine whether participants 
improved during training, linear curve estimation was performed on the group data 
across blocks (Fig. 1B). These analyses revealed a good fit of the linear curves to the 
data with significant R-squared values suggesting that a linear improvement across 
blocks accounts for a significant amount of the variance in performance [younger: 
R2 = 0.578, F(1,5) = 6.84 , p = 0.04;  older: R2 = 0.934, F(1,5) = 70.92 , p < 0.0001]. 
To compare the amount of training-induced changes between groups, the linear slopes 
of the individual learning curves were calculated for each participant. Mean slopes 
were significantly negative in both younger and older groups. Although visual 
inspection of the learning curves show steeper slopes in the older than in the younger 
group, this was not statistically significant [older: a = −1.54; 95% CI: −2.23, −0.674; 
younger: a = −0.79; 95% CI: −1.26, −0.32; t(48) = 1.56, p = 0.124]. The younger 
group show some insignificant deterioration towards the end of training. We are not 
sure whether this deterioration might be due to lack of concentration, boredom or poor 
motivation of the young adults. 
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Fig. 1. A. Learning curves. Thresholds as a function of the trained block 
for younger (black squares) and older (grey circles) trainees are shown. B. 
Adjusted learning curves. Regression lines and slopes of the learning 
curves for younger (black linear lines) and older (grey linear lines) are also 
shown. Error bars reflect standard errors of the mean. 

Pre-to-post training changes 

Paired samples t-tests were conducted on each test to determine whether training-induced 
learning occurred on trained and untrained tasks (Table 1). Since the initial starting values 
differed between groups (see Materials and Methods), each group was analysed 
separately. Pre- to post-test changes (reflecting training effects) were observed only for the 
passages test with significant effects in both the younger and the older groups [younger: 
t(27) = 4.16, p < 0.001; older: t(21) = 2.131, p = 0.04]. On the other hand, no significant 
changes between pre- and post-sessions were shown for either the pseudoword 
discrimination or the sentence verification tests [pseudoword discrimination: younger: 
t(27) = 0.11, p = 0.92; older: t(21) = 0.78, p = 0.44; sentence verification: younger: t(27) = 
0.74, p = 0.47; older: t(21) = 0.68, p = 0.50]. In order to compare the amount of change 
between groups in the passages tests, independent t-test analysis was conducted on the 
difference between the pre- and post-test values (calculated as the post threshold minus 
the pre threshold for each participant). No significant difference was observed between 
groups [t(48) = 0.42, p = 0.68; mean difference younger = −2.17, SD = 2.76; mean 
difference older = −1.78, SD = 3.91].  

Correlation effects 

The correlations (with r and p values) between the rapid learning and the three pre-
test measures are shown in Fig. 2. Rapid learning over the course of training was 
calculated as the difference between the last and the first training blocks. The results 
show that older participants who improved less over the course of training also had 
poorer starting performance on the trained task (r = 0.49) and on the two untrained 
SIN tasks – pseudoword discrimination (r = 0.57) and sentence verification (r = 
0.66). This is consistent with the idea that declines in rapid learning might limit 
perception. The correlations were not significant in the younger group even when re-
calculated after the exclusion of the participants that improved the least during 
training (the rightmost data point on each panel of Fig. 2). 
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 Passages Pseudoword Discrimination Sentence Verification 

 pre post pre post pre post 

Younger 
0.25 

(0.47) 
-0.92 
(0.36) 

-1.48 
(0.48) 

-0.55 
(0.52) 

-2.11 
(0.52) 

-2.53 
(0.50) 

Older 
8.83 

(0.68) 
7.06 

(0.58) 
4.37 

(0.98) 
3.50 

(0.99) 
2.80 

(1.27) 
3.43 

(1.54) 
 

Table 1. Mean performance (with standard error of the mean, SEM) in 
younger and older participants, in the pre- and post-test for the Passages 
test, Pseudoword Discrimination and Sentence Verification tests. 

 
 

Fig. 2. Pre-test performance as a function of learning during training.  A. 
Passage test, B. Pre-pseudoword discrimination test, and C. Sentence 
verification test, for younger (black dots, top row) and older (grey dots, 
bottom row) participants. Pearson correlation coefficient values (r) and p 
values are shown for each graph; * p < 0.05, ** p < 0.01.  

If the amount of rapid perceptual learning explains how well an individual should do 
under difficult perceptual conditions, then rapid learning on the trained task should 
account for unique variance in the performance of the other tasks, even after we take 
into account the potential correlations between the different pre-test assessments of 
SIN. To test this idea, we used regression models to predict baseline performance on 
each of the untrained tasks using the amount of learning over the training session 
and baseline performance on the passages test as predictors. Table 2 shows that in 
older adults, initial performance on the passages test and rapid learning account for 
34% of the variance in pre-test pseudo-words discrimination. Out of these, 30% 
were attributed to rapid learning. The same predictors also account for 48% of the 
variance in initial sentence verification, and 47% can be attributed to learning. 
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R2 R2  change Fchange df1,df2 p 

Pseudoword 
discrimination 

Younger 0.15 0.12 3.62 1,25 0.069

Older 0.34 0.30 8.66 1,19 0.008

Sentence 
verification 

Younger 0.02 0.02 0.46 1,25 0.502

Older 0.48 0.47 17.19 1,19 0.001

Table 2. Regression models: Speech perception in noise predicted by rapid 
learning. R2 (for full model), R2 change (following the addition of rapid 
learning), F-values with degrees of freedom and p-values are presented 
across pre-test measures for younger adults and older adults groups. 

DISCUSSION 

The present study compared the effects of a short-term SIN training on speech perception 
between normal-hearing younger and older adults. The effects of age and the relationships 
between rapid learning in one task and performance in other SIN tasks were assessed. The 
major outcomes of the current study were: (i) Robust training-induced learning effects 
were found in both younger and older adults. (ii) Learning patterns were similar between 
younger and older adults. Although this could stem from the deterioration in performance 
of the younger group towards the end of training we do not think this is the case because 
the slopes of the learning curves appear similar even when based on fewer training blocks. 
Furthermore, deterioration of performance towards the end of training is not unique to the 
current study (see Karawani et al., 2015 for another example) and is typically thought to 
reflect boredom or the expectation to finish training. (iii) Performance improvements were 
specific to the trained task with no transfer of learning to either of the untrained tasks 
(pseudowords and sentences in noise). (iv) Finally, the amount of improvement during 
training was significantly correlated to the starting performance of the untrained tasks in 
older adults even when the correlations between different measures of SIN were 
accounted for. Together, these findings suggest that rapid learning remains robust in 
normal-hearing older adults. Consistent with the outcomes of longer training protocols 
(e.g., Karawani et al., 2015), generalization was limited.   

Although correlation does not suggest causation, the current findings (Table 2) raise the 
intriguing possibility that perceptual difficulties could arise as a result of less than optimal 
rapid learning mechanisms. This is consistent with the view that perceptual learning 
serves to allow for rapid adaptation to changing acoustic circumstances (Samuel & 
Kraljic, 2009). Since the link between baseline SIN measures and rapid learning was 
robust in older adults, we suggest that the relationships between rapid learning and full 
training programs should be assessed because according to this idea, training will only be 
useful if it contributes to rapid learning in changing acoustic environments. The rich 
literature available on aging suggests that many behavioural and neural processes change 
with aging. Age-related declines have been documented in hearing, vision (e.g., Baltes 
and Lindenberger, 1997) and cognitive processing (e.g., Birren, 1970) such as working 
memory (e.g., Lyons-Warren et al., 2004), attention (e.g., Kramer and Madden, 2008), 
executive function (Zelazo et al., 2004), reasoning abilities (e.g., Salthouse, 2005), 
processing speed (Salthouse, 1996) and other factors. While the comprehension of the 
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meaning of words is typically well-preserved in older age, older adults generally have 
difficulties understanding spoken language that is distorted (Wingfield and Grossman, 
2006), especially by background noise (Schneider et al., 2002). These factors are all 
important to new learning (Park and Reuter-Lorenz, 2009). It was shown that the ability to 
learn new outcome contingencies declines over the course of healthy aging (Burke and 
Barnes, 2006), and that explicit and implicit learning declines in the course of normal 
aging (Howard Jr and Howard, 2013). However, while younger and older listeners show 
the same amount of learning in the initial adaptation phase, older listeners’ performance 
plateaus earlier in adapting to unfamiliar speech (Peelle and Wingfield, 2005). Older 
adults show less transfer of learning to similar conditions (Peelle and Wingfield, 2005) 
and exhibit slower consolidation of learning (Sabin et al., 2013).  

In conclusion, against the declines in learning described above, this study shows that 
when SNRs are selectively chosen to account for age-related differences in SIN 
perception, the rapid learning that follows short-term SIN training is still robust in older 
adults. It is interesting that older participants who improved less over the course of 
training also had poorer starting performance on the trained task as well as poorer 
performance on untrained SIN tasks. Future work should thus attempt to decipher the 
reciprocal relations between perception and learning. If good perception is pre-requisite 
for robust learning, training is likely to fail those listeners who need it most. On the other 
hand, if rapid learning contributes to the perception of perceptually-difficult speech by 
making individuals with better rapid learning skills more adept at adjusting to ever-
changing acoustic environments, we need to consider the effects of available longer-term 
training programs on this rapid learning.  
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“Turn an ear to hear”: How hearing-impaired listeners can 
exploit head orientation to enhance their speech 
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Head orientation enhances the spatial release from masking. Here, with their 
head free, listeners attended to speech at a gradually diminishing signal-to-
noise ratio (SNR) and with the noise source azimuthally separated from the 
speech source by 180 or 90ᴼ. Young normal-hearing listeners spontaneously 
turned an ear towards the speech source to improve speech intelligibility in 64% 
of audio-only trials, but a visible talker’s face and/or cochlear implant use 
significantly reduced this head-turn behaviour. Instructed to explore the 
potential benefit of head turns, all listener groups made more head movements 
and followed the speech to lower SNRs. Unilateral CI users improved the most. 
In a virtual restaurant simulation with 9 interfering noises/voices, hearing-
impaired listeners and simulated bilateral CI users typically obtained a 1-3 dB 
head-orientation benefit from a 30ᴼ head turn away from the talker. In this 
diffuse interference, the effect is due to improved target level rather than 
reduced noise at the better ear. Surveys of UK CI users, CI clinicians and 
internet-based communication advice, showed that most advice was to face the 
talker head on. CI users would benefit from guidelines that recommend looking 
sidelong to present their better hearing implanted ear towards the talker. 

INTRODUCTION 

Spatial release from masking (SRM) improves intelligibility through spatial 
separation of target speech and interfering sources. Typically, listeners face the speech 
head on. It was assumed by researchers and professionals that facing the speech was 
a more natural attitude (Bronkhorst and Plomp, 1990). However, Kock (1950) found 
a large benefit of orienting the head away, a benefit also predicted by the Jelfs et al. 
(2011) model of SRM. Grange and Culling (2016a) demonstrated  that young normal-
hearing (NH) listeners could obtain as much as 8 dB improvement in speech reception 
threshold (SRT) in a sound-treated room. Most of this head-orientation benefit (HOB) 
was obtained with a modest 30° head turn. Grange and Culling (2016b) showed that 
a significant HOB was also obtained by CI users alike, with a 30° turn and 180° or 
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90° source separation. Unilateral CI users obtained the same HOB (up to 4.5 dB) as 
age-matched NH controls. Bilateral CI users obtained less but still significant HOB 
(up to 2 dB). Testing listeners in audio-visual modality (AV) in addition to audio-only 
(A), Grange and Culling (2016b) confirmed that a 30° head turn had no detrimental 
impact on the listeners’ lip-reading ability. Therefore, for CI users, the benefits of 
head orientation and lip-reading could be combined to improve SRT by up to 9 dB. 

Grange and Culling (2016b) also tested whether HOB would occur in a typical noisy 
and reverberant setting. A realistic restaurant simulation was created using binaural 
room impulse responses from a B&K head-and-torso simulator in a real restaurant. 
The manikin was sat at 6 different tables with its head in 3 different orientations. Small 
loudspeakers represented a talker sat across the table and 9 concurrent interferers 
throughout the restaurant. SRT measurements over headphones showed that NH 
listeners benefited from a 30° head orientation and, on average, gained ~1.5 dB at the 
predicted best head orientation. Culling (2016) showed that such a benefit was not due 
to the acoustic shadow of the head (how head-shadow is most often understood) but 
instead mostly due to an amplification of the target level at the better ear. 

The present study extends those of Grange and Culling (2016a,b) in two ways: First, 
we investigated head-orientation behaviour of CI users when the head is free, and 
second, we measured the HOB of hearing-impaired listeners and simulated CI users 
in the restaurant simulation. Experiment 1 tested (1) whether listeners spontaneously 
turn their heads when attending to a target talker in noise and (2) whether a simple 
instruction to explore their HOB leads to better performance. Grange and Culling 
(2016a) had already showed that in 56% of audio-only trials, listeners spontaneously 
turned their heads but did not adopt ideal orientations. This may in part be explained 
by Brimijoin et al.’s (2012) finding that asymmetrically impaired listeners tended to 
optimize target level rather that SNR at their better ear. Experiment 2 tested HOB in 
the simulated restaurant, for HI listeners and simulated CI users. 

EXPERIMENT 1: HEAD-ORIENTATION BEHAVIOURAL TASK 

Participants 

The same participants as in Grange and Culling (2016b, Expt. 1) were tested according 
to the rules of our institutional Ethics Committee: 12 young NH listeners, 16 CI users 
(8 unilateral and 8 bilateral) and 10 NH listeners age-matched to the CI users. 

Spatial configurations 

The free-head task was run in both the collocated (T0M0) and the separated (T0M90 
and T0M180) spatial configurations, so that subtracting a separated-configuration SRT 
from the collocated-configuration SRT (within a presentation modality) would lead to 
a measure of SRM. Figure 1 illustrates the Jelfs et al. SRM model predictions as a 
function of head orientation for the separated spatial configurations. 
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Stimuli 

Passages from the The Wonderful Wizard of Oz were audio-visually recorded. Each 
3-4 s segment of the audio stream was normalised for RMS power. Gaps in speech 
exceeding 100 ms were excluded from the RMS calculation. Masking noise was 
filtered to match the long-term spectrum of the voice.  

 

 

 
Fig. 1: Predicted spatial release from masking for all listener groups as a 
function of head orientation and for maskers at 180° or 90° azimuth. 
 

Audio and AV protocol 

Listeners were presented with a set of six 6-minute long clips, starting at SNRs of        
6 dB for NH and 16 dB for CI users. SNRs diminished at 6 dB/min., so that the SNR 
would reach the listener’s 50% intelligibility point in the collocated condition about 
two minutes into a clip and no listener could follow a clip all the way to its end. As in 
Grange and Culling (2016a), listeners were instructed to listen “normally as in a social 
situation” but “keep your back against the chair’s back rest and keep your arms resting 
on your lap”. Listeners were told they would be quizzed on the last 3-5 words they 
felt they correctly understood in sequence. Presentation stopped when listeners 
flagged that they had lost track of the thread of the clip, and they recalled the last 3-5 
words. The listeners were not told where the target speech would come from, but they 
spontaneously faced the video monitor at the start of each trial. Next, the listener was 
informed that head orientation might be beneficial and repeated the free-head test, 
making use of the same material. The rest of the instructions remained the same as for 
the first test. 

Results 

Overhead video recordings were post-processed using MATLAB to recover head 
orientation. Over two passes, an operator tracked with the mouse pointer the locations 
of the centre of the listener’s head and the then the listener’s nose. The two sets of 
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coordinates obtained were combined to extract the listener’s head orientation with 
respect to the target direction. The recalled words were located in the clip’s transcripts 
to estimate SRT: the SNR at which listeners lost track of the clips.  

Analysis of the variance of the amounts of head movements (mean, unsigned head 
orientation) as a function of group, presentation modality, spatial configuration and 
instruction revealed significant increase of head movements after instruction    
[F(1,34) = 179.2, p < 0.001] and inhibition of head movements by AV presentation 
[F(1,34) = 91.6, p < 0.001]. AV presentation had a greater inhibiting effect on CI users 
than NH listeners [F(3,34) = 221.2, p < 0.05]. Instruction reduced the inhibiting effect 
of the AV modality [F(1,34) = 7.1, p < 0.05], particularly for CI users [F(3,34) = 3.8, 
p < 0.05]. Differences between spatial configurations were also removed by 
instruction [F(2,68) = 3.5, p < 0.05]. 

Where NH listeners employed head movement, most scanned for intelligibility 
improvements but few went straight to the predicted most beneficial head orientations. 
CI users made more conservative head turns and never went straight to the predicted 
most beneficial head orientations, perhaps because of their poorer sound localisation 
ability (Kerber and Seeber, 2012). Of NH listeners who scanned for improvement, 
most settled at sub-optimal orientations, even after passing through optimal 
orientations. Unilateral CI users mostly turned the correct way after instruction. 
However, for T0M90, more than half of age-matched NH listeners and bilateral CI 
users turned away from the noise, as though they had tried to get away from it, when 
the optimal strategy was to point their head between speech and noise directions. 

 

 

 
Fig. 2: SRM reached at final head orientation by each group [young NH 
(NHy) and age-matched NH (NHam) listeners; bilateral CI (BCI) and unilateral 
CI (UCI) users], in each spatial configuration for audio-only (A) and audio-
visual (AV) presentation modalities, pre-instruction and post-instruction. 
Arrows highlight the speech-facing SRMs from Grange and Culling (2016b). 

 

Figure 2 presents the mean pre-instruction and post-instruction SRM for each listener 
group and in each spatial configurations. Pre-instruction, listeners performed better at 
T0M180 than if they had remained facing the speech. This is to be expected since for 

12



 
 
 
Turn an ear to hear 

most listeners HOB could be had from any head turn away from the speech. At T0M90, 
however, listeners spontaneously performed worse than if they had remained still. 
Overall, young NH and age-matched NH listeners and CI users all improved as a result 
of instruction [by 1.6, 0.8 dB and 1.2 dB, F(1,11) = 7.80, p < 0.02; F(1,9) = 11.05, p 
< 0.01 and F(1,15) = 5.27, p < 0.05, respectively]. Significant correlations between 
subjective SRMs and SRM predictions at final head orientations were found for each 
listener type [r = 0.49, t(46) = 3.86, p < 0.001; r = 0.35, t(38) = 2.30, p < 0.03; r = 
0.36, t(60) = 2.96, p < 0.005, respectively], indicating that improved head orientations 
led to SRM improvement. Despite an overall positive effect of instruction, age-
matched NH listeners and bilateral CI users did not improve post-instruction at T0M90. 

 

 

 
Fig. 3: Histograms of the final head orientations of young NH (NHy), age-
matched NH (NHam), bilateral CI (BCI) and unilateral CI (UCI) listeners for 
audio-only (a) and audio-visual (av), pre (white bars) and post (dark grey 
bars) instruction. Predicted SRMs are light grey lines. 

 

Figure 3 shows histograms of final head orientations for each listener group at T0M180 
and T0M90. Model predictions are superimposed to help the reader judge how well 
listeners discovered optimal HOB pre- and post-instruction. The inhibition of head 
movements by the presence of visual cues is demonstrated by the tight distribution of 
final-head-orientations around the speech-facing orientation in the AV modality. At 
T0M180, NH and bilateral CI users can get a benefit of turning either way. Unilateral 
CI users, however, need to turn to present their implanted ear, and it is clear that they 
all turned the correct way. At T0M90, all listeners should experience a benefit of 
pointing their head between speech and noise sources. In only 1 of 16 post-instruction 
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trials, did a unilateral CI user turn the wrong way. In contrast, bilateral listeners settled 
at detrimental orientations in 12 out of 16 trials, age-matched NH listeners in 11 of 20 
trials and young NH listeners in 9 of 24 trials. 

EXPERIMENT 2: SIMULATIONS IN A VIRTUAL RESTAURANT 

The materials from Grange and Culling’s (2016b) second experiment were employed. 
Listeners and target talkers were sat across the table from each other at each of 6 tables 
in a virtual restaurant. Interferers came from another 9 tables spread across the 
restaurant. Interferers were either steady speech-shaped noise or continuous voices. 
The combination of the 9 interferers produced a spatialized babble or diffuse noise.  

Participants 

16 young NH adult listeners (mean 21 y.o.) and 14 unaided HI listeners (mean 68 y.o.) 
with moderate to severe high-frequency loss (40-85 dB HL in at least one ear and 
increasing from 4 kHz) participated, in accordance with our Ethics Committee rules. 

 

 

 
Fig. 4: SRTs obtained for HI listeners (left panel) and simulated CI users in 
the virtual restaurant, as a function of head orientation (30° to the Left or 
Right, or Facing the target talker), interferer type (open circles for speech-
shaped noise, closed circles for babble) and table. Jelfs et al. model 
predictions (dotted lines), with their mean equalised to mean SRTs in noise, 
include binaural unmasking for HI listeners, but not for simulated CI users. 

 

Simulation of CI users 

The mixed target-interferers signal was passed through SPIRAL, a tone vocoder that 
incorporates the threshold-elevating effect of current spread (set at 8 dB/oct.) using 
80 carrier tones. For details of the vocoder, see Grange et al. (2017). NH participants 
listened to the combined restaurant and CI simulation. 
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Results with HI listeners and simulated CI users 

The left and right panels of Fig. 4 plot SRTs as a function of table number, head 
orientation (left, front, right) for each interferer type for HI listeners and simulated CI 
users, respectively. SRTs were ~12 dB higher for simulated CI than HI listeners. The 
benefit of orienting the head was significant for each listener group [HI, F(2,26) = 
17.4, p < 0.001; CI, F(2,36) = 15.1, p < 0.001]. At the best predicted head orientation 
and in noise, the magnitude of HOB was 1.2 and 1.7 dB for HI and CI users, 
respectively. SRTs were significantly higher for speech than noise interferers (by 1 
and 5 dB for HI and CI users, respectively). Simulated CI users alone benefitted more 
from head turns in babble, with 3.2 dB HOB, than in noise. 

DISCUSSION 

Experiment 1 found that when speech was hard to follow CI users made significantly 
less spontaneous head turns than NH listeners, particularly with AV present. 
However, with a simple instruction to explore their HOB, all listener groups could 
follow the clips to significantly lower SNRs. Our findings suggest that simple training 
of HI listeners to exploit their HOB could improve their speech understanding in noisy 
environments. Listeners did not exhibit a clear set of head-orientation behaviours that 
could be categorised. A study with a much larger sample size would help establish 
whether behavioural categorisation is justifiable. Such a study could help tailor the 
design of training programs to each specific listener’s needs. 

Experiment 2 tested the robustness of HOB with reverberation and multiple 
interferers. Regardless of the table position within the restaurant or of the interferer 
type, a HOB of 1.2-3.2 dB could be obtained. Comparing results to Expt. 2 of Grange 
and Culling (2016b), SRTs are elevated in HI and simulated CI users. In addition, HI 
and simulated CI listeners exhibited even higher SRTs when immersed in a spatialized 
babble than in speech-shaped noise. Qin and Oxenham (2003) concluded from their 
CI simulations that in order to segregate a target voice from background interferers, 
both F0 segregation and good frequency resolution were required. While our HI 
listeners may still, via low frequencies, be able to exploit F0 differences, their limited 
frequency resolution may explain their higher SRTs with interfering voices. For our 
simulated CI users, not only is their frequency resolution significantly reduced by CI 
simulation, but they have no access to the F0 cue. This may explain their greater SRT 
elevation with voiced interferers. What remains unclear is why they appear to benefit 
more from head orientation (3.2 dB HOB) than their NH or HI counterparts in a 
spatialized babble. The data suggest that the modulation or informational masking by 
babble changes faster with head orientation than energetic masking by noise. 

To compare our recommendations with current practice, we surveyed 95 CI users and 
31 CI clinicians regarding advice given to CI users about head orientation. 89% of 
clinicians reported frequently or always advising CI users to directly face the talker; 
77% of CI users reported the same. A further survey of communication advice 
available on the internet found 23 “public information” websites. The majority 
recommended strategies to reduce background noise and stated, in all but one case, 
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that the listener should face the speaker. The clinicians’ responses revealed the two 
assumptions that mostly influenced their advice: (1) that facing the talker leads to 
better lip-reading and (2) that one must face the talker to benefit from microphone 
directionality. However, Grange and Culling (2016b, Fig.7) demonstrated that lip-
reading was unaffected by head orientation of 30° away from the talker and that 
maximum sensitivity of a directional microphone on a BTE hearing prosthesis is in 
fact shifted to 30° to 50° azimuth by the acoustic diffraction of the head.  

Overall, these experiments demonstrate that: (1) HOB in a realistic social setting is 
robust with moderate-to-severe high-frequency hearing loss or for a simulated CI 
listener; (2) simulated CI users benefit from HOB as much as NH or mild-to-moderate 
HI individuals, and (3) CI users and other HI listeners would benefit from the 
development of listening-strategy training that involves appropriate head orientation. 

This research was supported by Action on Hearing Loss and the Oticon Foundation. 
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Cochlear implant (CI) listeners experience difficulties in complex listening 
scenarios, where the auditory system is required to segregate a target signal 
from the competing sound sources. The present study investigated segregation 
abilities of CI listeners as a function of temporal cues and examined whether a 
two-stream percept occurs instantaneously or needs time to build up. CI users 
participated in a detection task where a sequence of regularly presented bursts 
of pulses (“B”) on a single electrode interleaved with an irregular sequence 
(“A”) presented on the same electrode with a different pulse rate. The pulse 
rate difference and the duration of the sequences were varied between trials. 
In half of the trials, a delay was added to the last burst of the regular A 
sequence and the listeners were asked to detect this delay. As the period 
between consecutive B bursts was jittered, time judgments between the A and 
B sequences did not provide a reliable cue to perform the task such that the 
segregation of A and B should improve performance. The results showed that 
performance improved with increasing rate differences and increasing 
sequence duration, suggesting that CI listeners can segregate sounds based on 
temporal cues and that this percept builds up over time. 

INTRODUCTION 

The cochlear implant (CI) is probably among the most successful neural prosthesis 
(Zeng et al., 2008), making it possible for severely hearing-impaired listeners to 
achieve relatively high levels of speech intelligibility in quiet environments. 
However, CI listeners experience difficulties when listening in complex listening 
situations, where the auditory system is required to segregate the target signal from 
other competing sounds. To understand the role of different factors and cues on the 
segregation process an “auditory streaming” paradigm has been proposed (e.g., 
Bregman, 1990; Carlyon, 2004; Moore and Gockel, 2012; Van Noorden, 1975). In 
this paradigm, two perceptually different sounds (A and B) are presented 
sequentially to the listener who might fuse them into a single stream or segregate 
them into two separate streams, depending on the difference between the sounds. In 
normal-hearing (NH) listeners, large perceptual differences between the sounds 
facilitate segregation, whereas small differences promote fusion (integration).  
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The duration of the sequence of A and B sounds is another important factor of the 
auditory streaming paradigm, since the probability of achieving a segregated percept 
has been reported to increase over time (Anstis and Saida, 1985; Bregman, 1990; 
Moore and Gockel, 2012). This phenomenon is often referred as the build-up effect. 

In electric hearing, perceptual differences can be elicited by varying the place or the 
rate of stimulation (e.g., Landsberger et al., 2016). Most of the previous studies in 
CI listeners assessed the role of place cues on stream segregation (Böckmann-
Barthel et al., 2014; Chatterjee et al., 2006; Cooper and Roberts, 2009, 2007; Hong 
and Turner, 2006; Tejani et al., 2017) and little attention has been given to the role 
of rate or temporal periodicity cues. 

Chatterjee et al. (2006), Hong and Turner (2009) and Duran et al. (2012) assessed 
the effect of temporal periodicity cues on stream segregation in CI listeners. The 
results from these studies suggest that larger differences in the temporal envelope or 
pulse rate between the A and the B sounds facilitate stream segregation. Chatterjee 
et al. (2006) also reported an effect of sequence duration on stream segregation. 
However, only one listener participated in this preliminary experiment. These 
studies have presented some evidence that CI listeners can use temporal periodicity 
cues to segregate sounds. However, there is limited evidence about the effect of the 
sequence duration on stream segregation (i.e., the build-up effect) in CI listeners, a 
well-documented phenomenon in NH listeners. 

The present study investigated the role of temporal periodicity on stream segregation 
in CI listeners. Streaming abilities were assessed with a temporal detection task that 
does not rely on direct reports of perception from the listeners. Temporal periodicity 
cues were induced by changing the pulse rate at a fixed cochlear location. This was 
done to evaluate whether CI listeners can use this cue to segregate the streams, as 
proposed in previous studies. The effect of sequence duration was also investigated 
to determine whether a two-stream percept builds up over time.  

METHODS 

Listeners 

Seven bilateral CI listeners (one male) participated in this experiment. None of the 
listeners had residual hearing. All listeners provided informed consent prior to the 
study and all experiments were approved by the Science-Ethics Committee for the 
Capital Region of Denmark (reference H-16036391). 

Stimuli and conditions 

The stimulation paradigm is illustrated in Fig. 1. A sequence of bursts of pulses 
(“B”) presented on a single electrode was interleaved with a sequence (“A”) 
presented on the same electrode with a different pulse rate. The onset-to-onset 
interval in the B sequence was 340 ms, and a random jitter of ± 220 ms was added to 
the onset-to-onset in the A sequence. Consecutive A and B sounds were always 
separated by a minimum interval of 10 ms. In half of the trials, a small delay (∆t) 
was added to the last burst of the B sequence, which the listeners were asked to 
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detect. To optimize performance, the listener needed to compare the time interval 
between the last two B-tones to those between previous B-tones, since time 
judgments between successive A and B tones was an unreliable cue for performing 
the task. Thus, the task became easier if the A and B sequences were segregated 
(Micheyl and Oxenham, 2010; Nie et al., 2014; Nie and Nelson, 2015). 

 

 

 

Fig. 1: Graphical representation of the experimental paradigm. The onset-
to-onset interval is represented by T and the delay of the last B sound by ∆t. 
The ∆rate between A and B sounds varied across conditions. 

 

The B sequence was played with a constant rate of 300 pps, while the A sequence 
was played with a pulse rate of either 80 or 260 pps, leading to a pulse rate 
difference (∆rate) between the streams of either 220 or 40 pps. Two sequence 
durations were tested. The long sequence consisted of 12 AB duplets and the short 
sequence of 4 AB duplets. All sequences started with the A sequence. 
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Each A and B sound consisted of a 50-ms biphasic pulse burst presented through 
electrode 11 with the corresponding rate in monopolar mode. Each biphasic pulse 
had a phase width of 25 µs and phase gap of 8 µs. The stimuli were presented 
through the Nucleus Implant Communicator research interface (NIC v2, Cochlear 
Limited, Sydney).  

Temporal detection performance for the long and short sequences was also measured 
with the B sequence alone. These conditions were easier than the test conditions and, 
thus, a different (shorter) ∆t was used to avoid ceiling effects. 

For each combination of rate difference and sequence duration, 60 presentations of 
the delayed sequence and 60 presentations of the non-delayed sequence were used to 
calculate the listener’s sensitivity (d’) to the delayed target. 

Loudness balancing 

Categorical loudness scaling was performed for each pulse rate in order to find the 
most comfortable level (MCL) for each listener. Thereafter, all stimuli were 
loudness matched to the 300 pps stimulus by the listener using a simple user 
interface (±0.15 dB). 

∆t adjustment procedure 

∆t were chosen such that all listeners would be equally sensitive to the delayed 
target in a given condition. The individual delay adjustment procedure was part of a 
prior study where listeners performed the temporal detection task with sequences 
consisting of 12 duplets of AB sounds. In that study, A and B were 50-ms bursts of 
pulses presented at 900 pps to electrodes 19 and 11, respectively. The sensitivity to 
the delayed target was measured for four different delays based on 60 presentations 
of each delayed sequence and 60 presentations of the non-delayed sequences. 
Psychometric functions were fitted to the data of each listener and the individual ∆t 
was defined as the delay leading to d’ = 2. Individual ∆t were always smaller than 
the jitter applied to each A sound and ranged from 35 to 80 ms. 

The same delay adjustment procedure was used to find the individual ∆t to be used 
in the control conditions. In this case, the long sequence without distractor stream 
was used to fit the psychometric function. The delay leading to d’ = 3 was chosen as 
∆t for the control condition. This d’ value was chosen to keep the control conditions 
relatively easy while avoiding ceiling effects.  

Procedure 

A one-interval, two-alternative, forced-choice procedure was used, where the 
listeners were asked to report whether a given sequence contained a delayed target 
or not. A total of eight different sequences were presented to the listeners, resulting 
from the combination of two possible A-sequence pulse rates, two sequence 
durations and two different ∆t (delayed or non-delayed). Short and long sequences 
were presented in different blocks. In each block, each of the four possible 
sequences was repeated 12 times in pseudo-random order, ensuring that the 
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distractor electrode alternated from one sequence to the next one. Thus, the first 
sound of each sequence alternated between a pulse rate of 80 and 260 pps, 
contributing to reset the build-up of a two-stream percept after each presentation 
(Roberts et al., 2008). Each block was repeated five times in a random order.  

The control conditions were tested in four blocks (two with long sequences and two 
with short sequences) containing 30 repetitions of the delayed and 30 repetitions of 
the non-delayed sequences. 

Statistical analysis 

A mixed-effects linear model was fitted to the computed d’ scores with the 
experimental factors as fixed effects terms and the listener-related effects as random 
effects. The p-values for the fixed effects were calculated from F-tests based on 
Sattethwaite’s approximation of denominator degrees of freedom and the p-values 
for the random effects were calculated based on likelihood ratio tests (Kuznetsova et 
al., 2015). Post-hoc analysis was performed through contrasts of least-square means. 
p-values were corrected for multiple comparisons using the Tukey method. 

RESULTS AND DISCUSSION 

Figure 2 shows the d’ scores for all combinations of sequence duration and ∆rate. 
Results from the post-hoc analysis are shown with asterisks. Both sequence duration 
[F(1,18) = 27.902, p < 0.001], ∆rate [F(2,18) = 13.523, p < 0.001] and their 
interaction [F(2,18) = 4.804, p < 0.021] were found to be significant factors in the 
statistical model. 

For the long sequence, greater d’ scores were achieved for a ∆rate of 220 pps than 
for a ∆rate of 40 pps [t(26.41) = 4.363, p = 0.002, difference estimate = 1.436], 
implying that CI listeners benefitted from the larger ∆rate to perform the temporal 
detection task. These findings are consistent with earlier work suggesting that larger 
differences between the temporal periodicity of the A and the B sounds facilitated a 
segregated percept, both in CI listeners (Chatterjee et al., 2006; Duran et al., 2012; 
Hong and Turner, 2009) and NH listeners (e.g., Grimault et al., 2002; Roberts et al., 
2002; Vliegen et al., 1999; Vliegen and Oxenham, 1999). The effect of ∆rate was 
smaller for the short sequence [t(26.41) = 2.194, p = 0.274, difference estimate = 
0.722], where no significant difference was observed between the d’ scores achieved 
for the large and small ∆rate conditions. Listeners achieved larger d’ scores with the 
long sequence than with the short sequence for the large ∆rate condition [t(18.00) 
=5.554, p < 0.001, difference estimate = 1.152] but not for the small ∆rate condition 
[t(18.00) = 2.113, p = 0.324, difference estimate = 0.428] or for the no distractor 
condition [t(18.00) = 1.482, p = 0.679, difference estimate = 0.307]. 

These results suggest that the combination of both a large ∆rate and a long sequence 
facilitated the segregation of the streams, as reflected by the larger d’ scores 
obtained for this condition. Results from the “no distractor” condition demonstrated 
that the sequence duration itself did not affect the temporal detection task. Thus, the 
difference between the d’ scores achieved with the long and the short sequences, for 
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the large ∆rate condition, are likely to represent the build-up of a two stream 
percept. 

These findings are consistent with the results from a preliminary experiment by 
Chatterjee et al. (2006) with a single CI listener despite the fact that they relied on 
direct reports of perception from the listener, which can be problematic with CI 
listeners (Cooper and Roberts, 2007; Hong and Turner, 2009). The results presented 
here are also consistent with the findings from Nie and Nelson (2015), who 
investigated the effect of amplitude modulation (AM) rate and sequence duration in 
NH listeners. In both studies, a significant interaction was found between AM or 
pulse rate and the sequence duration, suggesting that CI listeners experience a 
similar build-up process as NH listeners do (e.g., Anstis and Saida, 1985; Bregman, 
1990; Moore and Gockel, 2012). 

 

 

 

Fig. 2: Sensitivity to the delayed sound (d’) for each ∆rate and sequence 
duration. The long and short sequences consisted of 12 and 4 duplets of AB 
sounds, respectively.  

 

The similarity between the trends observed in NH and CI listeners supports the idea 
that CI listeners might experience stream segregation in a similar way as NH 
listeners. However, shorter ∆t were needed in the “no distractor” condition to avoid 
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ceiling effects. This reflects the increased difficulty experienced by CI listeners to 
perform the temporal detection task in the presence of a distractor stream, even 
when a large ∆rate was used. Thus, even though CI listeners seem to be able to 
achieve a segregated percept and exhibit a similar build-up process as NH listeners, 
they might not be able to completely ignore a competing stream. 

SUMMARY AND CONCLUSIONS 

The present study demonstrated that temporal periodicity cues elicited by changes in 
the stimulus rate can facilitate the segregation of sequential sounds for CI listeners, 
given that enough time is provided to build up a two-stream percept. Overall, the 
findings reported here are consistent with earlier work with CI and NH listeners. The 
similarity in the trends observed between CI and NH listeners suggests that both 
groups of listeners might experience stream segregation in a similar way. However, 
these findings are based on the results from a relatively simple task and may not be 
generalizable to more complex and realistic environments. 
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The technical components and software features of a new hearing-aid com-
patible smartphone-based ecological momentary assessment (EMA) system
are presented in this paper. EMA is an assessment strategy that seeks
to minimise instrumental infliction on the measured entity while data is
gathered at multiple points of time. This work builds upon an already
developed and deployed smartphone-based system. Objective data is gathered
in the form of acoustical features, while subjective data is collected via
automatised questionnaires. Since linking objective acoustical measures to
subjective assessments is particularly promising with regard to the hearing
rehabilitation process, our system has been specially tailored for hearing
aid users. The introduction of wireless data transfer has eliminated cable
clutter, a customisable questionnaire allows for subjective assessment, and a
streamlined user interface complements the design. Like the former version,
the current revision ensures the privacy of both participants and third parties.
To facilitate cooperative research, source code and custom-built hardware
will be released under open source licenses. All additional components are
commercially available.

ECOLOGICAL MOMENTARY ASSESSMENT

When conducting a study, practised procedures involve the completion of one or more
questionnaires, usually taken in retrospective. The answers given rely heavily on
memory, but because memory is of transient nature its distorting effects can strongly
influence the results. According to Shiffman et al. (2008), ecological momentary
assessment (EMA) uses a different approach. Data is recorded at several points during
the study, often on sub-hour intervals, resulting in more reliable answers and evaluable
evolution of parameters over time. To ensure that measurement does not interfere
with the entity being measured, data collection needs to be as ecological as possible.
EMA therefore aims at gathering data at the time it is generated without having an
influence on the data. For practical reasons, repeated surveys are nowadays usually
conducted using digital devices. Galvez et al. (2012) incorporated a personal digital
assistant-based (PDA) EMA application to explore when and how hearing problems
occur throughout the day. As opposed to strictly subjective assessments, a number of
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audiological studies have implemented recordings of physical variables to correlate
with survey results. Banerjee (2011a) used logged data of manual multimemory and
volume control adjustments by hearing aid users together with broadband input levels
of the hearing aids combined with EMA in order to successfully identify situations
in which users desire to modify settings. In a second study, Banerjee (2011b)
investigated the correlation between automatic behaviour of hearing aids and EMA
surveys to learn more about parameter decisions made by the hearing aids. Timmer
et al. (2017) verified the validity of EMA according to hearing experiences, using
data from an environmental classifier bound to a smartphone-based EMA system by
showing high correlation between objective and subjective results as well as an overall
high compliance rate. In a recent study published by Wu et al. (2017) the authors
complemented randomly timed smartphone-based surveys with audio recordings from
a portable device the test subjects carried around their neck in order to classify
different listening situations.

Our method, in contrast, implements a single application that extracts acoustic features
from a live binaural audio stream in real time and combines them with data from
randomly or fixedly timed questionnaires. Implementing bluetooth audio transmission
from ear-level microphones to a smartphone, it is a singular open-source experiment
device that can be used without programming knowledge. High-level privacy-
awareness allows for legally unconstrained use in everyday situations.

DESCRIPTION OF THE PREVIOUS SYSTEM

In Kissner et al. (2015), a smartphone-based EMA system was presented that included
microphones for the purpose of extracting audio features. These microphones
were worn like behind-the-ear (BTE) hearing aids and signals were transmitted
via cables to an external USB audio adapter connected to the smartphone. Two
applications ran simultaneously – one performed extraction of acoustical features and
one conducted questionnaires without any internal communication channel between
the two applications. Audio features were archived as blocks of bundled data over
short periods of time, creating a separate series of blocks for each feature.

ATTRIBUTES OF THE NEW SYSTEM

The technical components and properties of the new system as well as advantages over
the old system are described in this section.

Hardware

For the newly developed system, different choices with regard to hardware have been
made. The microphones are no longer mounted behind the ears but attached to glasses,
right above the ears (see Fig. 1). They are connected to a pocket-sized transmitter box
(weight: ca. 36 g) by means of audio cables (length: ca. 0.5 m). The manufactured
compartment contains a set of two A/D converters with preamplifiers and voltage
offset filters, a lithium-ion polymer (LiPo) battery, and a Bluetooth transmitter for
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wireless audio transfer to the smartphone. Signals are sent in high resolution via
the A2DP protocol. An integrated safeguard circuit monitors the voltage of the
LiPo battery and performs automatic shutdown in order to preserve battery life. The
transmitter unit has a runtime of more than 8 hours and is charged by either USB,
external power supply, or induction coil. RGB-LEDs indicate the current state of
the device and transmission power is regulated dynamically when necessary. It can be
easily attached to any clothing by an external clip. An outline of the system schematics
is shown in Fig. 2.

Fig. 1: Prototype of EMA system: Microphones attached to glasses, pocket-
sized Bluetooth transmitter, and smartphone with questionnaire

A challenge during development has been the transformation of an Android device
to act as a dual channel audio receiver. Since this feature is not provided by the
conventional Android system, the device (LG Nexus 5) has been equipped with a
modified Android Automotive operating system.

Signal processing

At the current stage, three acoustical features are extracted in realtime by the
smartphone from signal blocks xm[n] = x[n+m ·N] of size N, m being the block index.
The first measure is the RMS

RMSm =

√√√√N−1

∑
n=0

x2
m[n], (Eq. 1)

which is calculated in order to obtain binaural loudness levels. As a basic input
to voice activity detection, the zero-crossing rate (ZCR) of the signal x[n] and its
first derivative Δx[n] = x[n]− x[n− 1] are recorded as well. The ZCR is calculated
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Fig. 2: System layout – dual microphone signals sent to smartphone
via Bluetooth transmitter, extraction of acoustical features, and automatic
conduction of questionnaire.

according to

ZCRm =
1

N −1

N−1

∑
n=0

sm[n] (Eq. 2)

with sm[n] =

{
1 if xm[n] · xm[n−1]< 0
0 else,

(Eq. 3)

counting the number of zero crossings per signal block. The third feature are power
spectral densities Φ, that are calculated for both channels separately, as well as cross-
power spectral densities (ΦLR) between left and right channel. In Eq. 4 and Eq. 5, Xm
is the Fourier transform of the N-point Hann-windowed signal xm:

Φm[n] = Xm[n] · X∗
m[n] (Eq. 4)

ΦLR,m[n] = XL,m[n] · X∗
R,m[n] (Eq. 5)

These features were chosen to give an acoustical overview of the participants’ daily
routine (Bitzer et al., 2016) and will in future be complemented by other objective
metrics. To simplify further extension of functionality, the system uses a defined plug-
in architecture. Feature extraction is performed on chunks of fixed length (e.g., 60 s)
resulting in one time-stamped series per feature.
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Privacy-awareness

Two requirements are met by the system: 1) No audio data is stored; 2) No content
can be reconstructed from the extracted data. The first criterion is met by the design
of the processing engine. The second is implemented in each feature respectively.
Special consideration is taken for the PSD feature. In order to prevent reconstruction,
PSD time series are smoothed with a time constant of τ = 125 ms and certain frames
are omitted. As shown by Kissner et al. (2015), no content can thus be retrieved while
acoustical information is still usable for study.

Questionnaires

A simplified interface has been developed for adaptation and creation of new ques-
tionnaires without the restriction of programming skills. Two software components
are essential: the main application in the form of an installable .apk file and at least
one questionnaire. The questionnaire is implemented as a formatted, human-readable
.xml file with intuitive attributes and optional comments. Time scheduling values
are specified as mean interval and randomness margin represented by seconds, the
usual case being periodically recurring questionnaires. A margin of 0 seconds yields
a steady sampling interval and different questionnaires are selected via a preferences
menu. Dynamic structuring helps extract a maximal amount of data through tailored
questionnaires by only stating relevant questions, true to a filter attribute. A question is
only visible if its criteria are met based on a system of unique answer identifiers (IDs)
that come with every answer. Once an answer has been selected, the corresponding ID
is saved to memory. Two possible restrictions exist. Either a predefined ID must exist
in the memory (positive criterion) or it explicitly must not exist (negative criterion).
While a question is shown if one or more positive criteria are satisfied, it will be hidden
if one or more negative criteria are met, negative overriding positive. For intuitive
assessment, answer formats include radio buttons, checkboxes, emojis, sliders with
fixed or arbitrary scales, and free text.

Open source

In order to allow for collaboration, all source code and construction plans will be
published under open source licenses. The system uses Nexus 5 smartphones, which
are commercially available. The questionnaire management application has been
localised across English and German. Future releases will include further languages.

Performance

Several acoustical parameters have been measured in order to asses the technical
properties of the current system. For reproduction of test signals, an NTi Audio
Talk-Box is used and reference measurements are taken by a G.R.A.S. 40AF free-
field microphone pre-amplified by a Brüel & Kjær 2829 type 26TK system. Sound
pressure levels are calibrated using a Norsonic Sound Calibrator type 1251 and the
experiments are conducted in an anechoic chamber with a volume of approximately
43 m3.
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Fig. 3: Top: Frequency response of the current system, smoothed in
ERB bands. Individual microphone responses are drawn as grey lines, the
averaged response is drawn in black. Middle: Third-octave noise levels for
different pre-processing filters. Bottom: Average percentage of total harmonic
distortion by the system (black line) and reference microphone (grey line).

Frequency response is measured with calibrated, zero-centred broadband noise
played back at a level of 60 dB SPL. The distance between speaker and system
microphones is 1.60 m. As shown in Fig. 3 (top), we find a reasonably flat response
between 100 Hz and 8 kHz with a slight upward tendency towards higher frequencies.
Tolerances between multiple microphones are less than ±0.5 dB between 100 Hz and
200 Hz, less than ±0.1 dB between 200 Hz and 4 kHz and a little higher beyond.
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Equivalent input noise levels are examined under the same external conditions as
the frequency response. Three different states of internal processing are evaluated:
unweighted, A-weighted, and filtered by a second order Butterworth high pass filter
with f0=100 Hz. As depicted in Fig. 3 (middle), unweighted noise levels are relatively
equally distributed with emphasis on frequencies lower than 400 Hz.

Total harmonic distortion determines the dynamic range of the system. Measure-
ments are conducted using a Fostex 6301B loudspeaker generating an amplitude
sweep signal with a sinusoidal carrier at a frequency of 1 kHz and level ranging from
20 to 100 dB SPL. For a distortion acceptance limit of 2 %, results show dynamic
validity ranging from approximately 45 up to 88 dB SPL yielding an estimated
dynamic of 43 dB (see Fig. 3, bottom). This renders the system applicable for one
of the main acoustical situations of everyday life – conversational speech – which
usually lies in the range above 50 dB SPL according to Bitzer et al. (2016).

Advantages over the previous system

While being fully functional, the preceding system by Kissner et al. (2015) included
certain attributes that were updated for the new system. Because a line connection
was used to transmit microphone signals to the smartphone, a third party USB audio
interface was required at the receiving end. This implied the need for proprietary
device drivers, counteracting complete open source publication, and also leading to
mechanical instabilities. This system uses wireless transmission, thus eliminating the
need for additional hardware. Another advantage is reduced ecological influence on
measurements due to omitted inhibitory attributes (e.g., cable clutter). Because the
microphones are no longer mounted behind the ears, but are attached to the temple,
the concurrent use of behind-the-ear hearing aids is now possible. Integration of signal
processing and questionnaire management into one single application has introduced
process supervision on a high level, increasing functional security and simplifying
usability. New answer formats and scheduling options within the questionnaire editing
interface have increased flexibility and have lead to more intuitive assessment.

SUMMARY AND OUTLOOK

A system has been presented that incorporates all instruments to perform privacy-
aware EMA of both subjective and objective parameters, while granting the experi-
menter a high degree of freedom, flexibility, and simplicity. Currently in development
is a shared database for swift data exchange, pooling and comparison, which would
facilitate international collaboration. Wireless signal transmission over a serial
protocol to loosen the constraint on phone brand and model are also being investigated
as well as a modulation-based blind estimator of speech quality, the speech to
reverberation modulation energy ratio (SRMR, see Falk et al., 2010) to supplement
the current feature set. Further options regarding questionnaires are event-based and
fixed scheduling. The system will be integrated in a field study scheduled for 2018
(see Meis et al., 2017).
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Numerous studies showed that different hearing aid (HA) algorithms improve 
speech intelligibility in typical lab situations as measures of clinical efficacy. 
From the perspective of auditory ecology, it remains obscure to what extent 
these results really allow for estimating the outcome in listening situations in 
real life. One promising tool is the observation of participants behaviour 
induced by different HA settings. We developed an annotation system for 
coding the behaviour related to the framework of the International 
Classification of Functioning, Disability and Health (ICF) in iterative steps. 
The first inputs were derived from a series of lab studies, using virtual 
acoustics. It was shown that different directional modes of HAs influenced 
real life behaviour. First indications of activity limitation according to ICF 
(d3504 ‘Conversing with many people’) were found. Additionally, the 
behaviour of users in real life was described by means of ‘ethnographical 
walks’ outside of the laboratory using field notes. We identified further 
behaviour patterns addressing spatial awareness. The conversation related 
ICF sub-categories were validated by analyses of inter-rater reliability (IRR). 
The outcome of these analyses led to a reformulation of an annotation/coding 
system for the usage on tablet PCs for instantaneous coding of the test persons 
behaviour in real life. 

INTRODUCTION 

In addition to the benefits of hearing aids, as shown in the lab by means of clinical 
oriented speech tests, hearing specific and generic questionnaires or diaries are used 
to determine the benefits in every-day life. In several studies it was shown that, 
without rehabilitation with hearing aids, a hearing loss influences every-day activities 
negatively and reduces Health-related Quality of Life (HrQoL), particularly in the 
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domains of social functioning and mental well-being (e.g., Chisolm et al., 2007). 
HrQoL outcome tools are focusing on self-administered questionnaires over a past 
period of usually four weeks and are mostly filled in retrospectively, and therefore 
this can be regarded as a measure of long-term HrQoL (L-HrQoL). Summarizing 
experiences retrospectively, however, is possibly biased by interlocked effects of 
memory and subjective perception.  

Gatehouse et al. (1999) proposed an ‘auditory ecology’ approach, which takes the 
objective physical characteristics of every-day listening environments and the 
individual listener’s demands in these real listening environments into account. Up to 
date our knowledge of real life listening environments still lacks resilient empirical 
and qualitative data. Possible solutions to bridge this gap could be smartphone-based 
systems to measure the acoustical environment and to combine those objective 
measures (acoustical information/data) with subjective data of the respective patient 
in an approach named Ecological Momentary Assessment (EMA; see, e.g., Bitzer       
et al., 2016; Kowalk et al., 2017; Shiffman et al., 2008). In addition to subjective 
ratings of everyday situations over a longer period, short items of “momentary” or 
acute HrQoL, we called it M-HrQoL, are a promising approach to enrich the outcome 
toolbox of auditory ecology. M-HrQoL items could be included in measurements of 
the situation-specific self-perception in the actual situation, as a sub-domain of EMA. 
Self-perception is still one important data source of listening situations, but behaviour, 
especially the ability to communicate in conversational situations, is a very relevant 
outcome area too. Paluch et al. (2015) showed that communication behaviour changes 
in relation to different HA modes. They identified two core dimensions of 
communication behaviour: ‘forms of interaction’ (Face-to-Face [F-t-F] vs. group 
communication) and ‘interdependence’ (symbolic gestures vs. spoken words) based 
on Strauss (1987). A higher ratio of F-t-F interactions as well as a higher ratio of 
verbal communication for an adaptive binaural beamformer in contrast to a broader 
adaptive monaural beamformer was shown in group conversation, but only in a loud 
super market scene (LAeq_15min = 67 dB) in contrast to a softer condition of LAeq_15min 

= 55 dB. These behaviour descriptions need to be linked to M-HRQoL to assess the 
user’s handicap qualitatively. The framework of the International Classification of 
Functioning, Disability and Health (ICF) might facilitate an appropriate approach 
(WHO, 2001). The ICF model allows to describe the dynamic interaction between the 
components body functions/structure, activities, participation and environment 
related, as well as person-centered contextual factors. The ICF model has the privilege 
to provide generic qualifiers of disability/functioning.  

SYSTEMATIC DEVELOPMENT OF A BEHAVIOURAL CODE SYSTEM   

Lab test: Comparison of directional modes from three HA devices 

In total, six male and four female experienced HA users participated in group 
discussion sessions (mean age=72.6 years, SD = 7.6, PTA4 (0.5, 1.0, 2.0, 4.0 kHz) better ear 
= 49.7 dB HL, SD = 6.7). The participants were divided into two groups of five 
subjects, which were invited successively. In the experiment, the participants were 
seated at one table with near and distant communication partners for four group 
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sessions with a duration of 15 minutes each. For the study, three custom-made in-the-
ear (ITE) devices from different brands were fitted (first fit) to the test persons (for 
preliminary data see Latzel et al., 2016). Three devices per ear were built from the 
identical ear impression for each subject. The power levels of the hearing aids were 
specified in order to compare the same power levels across test devices. In each HA, 
a program for speech intelligibility in loud situations was fitted with a directional 
microphone mode with narrow directionality. The vents of the hearing devices were 
individually chosen due to the pure tone audiogram and the HA characteristics. The 
realization of the group discussion procedure was exactly the same as in the study 
from Paluch et al. (2015), but took place only in a noisy scene (LAeq_15min = 67 dB). 
After each of the four conversation sessions, a questionnaire was filled out by the 
participants. For the subjective rating of speech intelligibility a scale from ‘1’ 
(nothing) to ‘7’ (all) was used. For the analyses of the behavioural data the same 
annotation scheme as in the Paluch et al. (2015) study was applied.  

At first glance, the data showed that no differences according the dimensions F-t-F 
vs. group communication and symbolic gestures vs. spoken words were observed. 
This pattern of results was contradictory to the subjective ratings of the participants 
regarding perceived speech intelligibility. Further analysis established statistically 
significant differences (non-parametrical analyses of repeated measurements) in 
speech intelligibility ratings for the three devices, indicating that, e.g., device #3 was 
rated with a median of 2 and device #1 with a median of 3.5. The obtained differences 
did not reflect the behavioural data; Therefore, a clarification was necessary. A team 
of three raters inspected once again the whole video material. In an iterative Grounded 
Theory (Glaser and Strauss, 1967) based process, two further sub-dimensions were 
striking: different proxemics regarding near vs. distant torso movements (forward-
backward) to the dialogue partner and conversations with the distant vs. near dialogue 
partner. We proposed thus a revised annotation scheme (Meis et al., 2016), as 
illustrated in Fig. 1.  

 

 
 

Fig. 1: 18 code annotation scheme of communication / interaction. Face-to-
Face: F-t-F Interaction, Group: Group Interaction, DP: Distance Partner: near 
vs. distant, PR: Proxemics: near vs. distant. 
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The result was an annotation scheme including in total 18 codes, a hierarchic scheme 
of interdependent codes, for the four behaviour domains. Using this scheme, 2,939 
behaviour units with a time resolution of ~13 s per unit/test person were assessed.  

Following the revised annotation scheme, no differences were found regarding the 
core dimension ‘interdependence’. Regarding the core dimension ‘forms of 
interaction’ the ratio of F-t-F and F-t-F plus group interaction was highest for device 
#3, indicating nearly 15% more interactions in contrast to the two other devices. The 
examination of the F-t-F category ‘Distance to the dialogue partner’ (near vs. distant) 
showed that test persons using device #3 interacted in > 80% (median) of the assessed 
interaction units only with the respective near dialogue partner, in contrast to device 
#1 (Wilcoxon signed rank test, p=0.009). Using device #1, the ratio of interactions 
was balanced regarding the F-t-F communication of the near vs. distant dialogue 
partner as shown in Fig. 2. Additionally, the analysis of proxemics revealed the 
significant effect that subjects tended to lean more forward for device #2 (p=0.043, 
Wilcoxon signed rank test) and #3, compared to subjects using device #1.   

 

 
 

Fig. 2: Communication with near vs. distant dialogue partner for three 
different devices in %. Boxplots show the distribution of the ratios calculated 
from F-t-F near partner/near and distant partner communication. 

 
The data regarding ‘Distance to the dialogue partner’ can be interpreted as a limitation 
of communication activities induced by the microphone mode of the hearing aids. 
Subjects with sub-optimal HA fittings are rather able to communicate with the near 
dialogue partner, but not with the respective distant dialogue partner. This result 
pattern suggested the interpretation of data along theoretical and practical models of 
HrQoL and the classification of the ICF framework.     

Expert review and ethnography  

Granberg et al. (2014) published a comprehensive ICF core set for hearing loss with 
the domains ‘body functions’ (‘b’ codes), ‘body structures’ (‘s’ codes), ‘activities and 
participation’ (‘d codes’), and ‘environmental factors’ (‘e codes’) with in total over 
100 codes. This Core Set was used as a basis for a review meeting with six experts in 
the field of audiology, rehabilitation, and psychology with the main goal to extract 
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codes applicable in behavior observations using a 3-point scale. The most prominent 
ICF codes for behavior analyses were derived from the functions ‘activities and 
participation’, labeled as ‘d’ codes and – partly related – ‘b’ codes.  

Codes rated ‘moderate appropriate’ or ‘very appropriate’ by the experts were used for 
external observations in an ethnographic field study (Paluch et al., 2017). This 
ethnographic study was conducted as a stand-alone experiment with 10 test persons 
(n=2 normal-hearing, n=7 unaided slight to moderate hearing loss, and n=1 moderate 
hearing loss aided with HA; reference better ear PTA4 according to WHO, 2001). 
Three test persons classified as unaided were externally observed both unaided and 
recently fitted with hearing aids. The behavior of the other seven participants was 
observed in the respective aided or unaided condition. During the external observation 
the subjects took a 4.5-km walk and visited different locations (cafeteria, several bus 
stops). A trained observer generated field-notes, based on the methodology of 
Przyborski and Wohlrab-Sahr (2009). Paluch et al. (2017) showed that newly fitted 
hearing-impaired subjects tended to move their torsos and heads (left-right level) in a 
significant manner, possibly caused by new auditory input, particularly spatial input. 

Based on the results of the reported studies, the expert review, and the ethnographical 
walks an extended set of ICF categories for behaviour analyses in the field was finally 
derived (Table 1). 

Inter-rater reliability (IRR) of the extended ICF core sets 

The future goal is to develop a tool to assess instantaneous behaviour ratings in the field 
via tablet PC and to combine these external observed behavioural data with objective and 
subjective data for a multifaceted EMA. Therefore, the proposed extended ICF categories 
needed a check by IRR procedures, addressing – in a first step – conversation situations.   

For the IRR check, a manual with the detailed descriptions of the extended ICF 
categories was elaborated to provide a clear reference for the evaluation of the 
different characteristics. IRR was established by three different raters.   

 

o d160 Focusing attention 
1. Movements torso horizontal axis, frequency <= 45° vs. >45° 
2. Movements head, horizontal axis, frequency <= 45° vs. >45° 

o b140 Attention functions 
1. Sustained attention: face of conversation partner, strong vs. weak  

o d3504 with many people/ d3503 Conversing with one person 
1. F-t-F vs. group (only d3504) 
2. Frequency general verbal communication 
3. Communication partner: distant vs. near (only d3504) 
4. Proxemics (torso position) lean forward/backward vertical axis 90° 
5. Frequency change sitting position    
6. Non-understanding gestures, frequency 
7. Speech supporting gestures, frequency 

 

Table 1: Extended ICF categories for behaviour ratings in the field. 
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Table 2: IRR for extended ICF categories. Cohen’s kappa indicating 
moderate or substantial agreement in bold. A-C = 3 raters; κ = Cohen’s kappa;   
rSp = Spearman’s rho. Cohen’s kappa agreement: <0 = “poor”, 0–0.20               
= “slight”, 0,21–0,40 = “fair”, 0,41–0,60 = “moderate”, 0,61–0,80 = 
“substantial”, 0,81–1,00 = “almost perfect”; see Landis and Koch (1977). 

 

The raters had to rate a selection of two video sessions of the ITE benchmark study, 
presented above. The video material included five subjects and two different devices. 
In contrast to the study from Latzel et al. (2016), the rating referred to 3-min sections 
(in total 5 ratings in a 15-min conversation) with 5- or 7-point rating scales in order to 
reduce too frequent annotation activities for the rater in a field situation. We calculated 
Cohen’s Kappa (κ) (Cohen, 1960) and correlations (Spearman’s rho rSp) for pairs of 
raters to get deeper insight of the rater characteristics and condensed the rating scales 
into 3-point ordinal scales; see Table 2.  

We observed predominantly poor to slight IRR statistical values for the categories 
b140_1 and d3504_5 to d3504_7. Moderate IRR-values were assessed for the 
categories F-t-F vs. group (d3504_1), frequency verbal communication (d3504_2), 
and proxemics (torso position) lean forward/backward vertical axis (d3504_4). 
Substantial IRR-values were gathered for the interactions with the distant vs. near 
conversation partner (d3504_3).   

It is planned to use category ‘d160’ only for spatial awareness topics with moving 
sources, which are not included in the external communication behaviour assessment. 
Therefore, this category was not included in the IRR procedure. 

DISCUSSION AND OUTLOOK  

The development and application of a code system to analyse behaviour in real life 
listening environments was outlined in this paper. Based on the first explorative 
studies it was shown that ICF categories are related significantly with hearing aid 
usage, especially signalling activity limitation and participation restriction. In 

      Rater 

ICF (sub-) categories/scale  

A-B B-C A-C 

κ rSp κ rSp κ rSp 

b140_1 Sustained attention face partner: low-medium-high .39 .58 .32 .56 .44 .65 

d3504_1 Communication: F-t-F-balanced-group  .47 .58 .36 .38 .57 .70 

d3504_2 Frequency verbal comm.: seldom-sometimes-frequent .51 .72 .52 .68 .43 .70 

d3504_3 Communication partner: near-balanced-distant .59 .73 .62 .70 .72 .79 

d3504_4 Proxemics: forward-balanced-backward .57 .68 .38 .52 .50 .59 

d3504_5  Change torso position: seldom-sometimes-frequent .13 .26 .33 .56 .39 .57 

d3504_6 Non-understanding gestures: seldom-sometimes-frequent .07 .29 .35 .40 .16 .32 

d3504_7 Speech supporting gestures: seldom-sometimes-frequent .24 .51 .26 .39 .46 .57 
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addition to clinical outcome measures, behavioural data of complex interaction 
episodes of group conversations in noisy environments offer the possibility to use 
auditory ecological valid outcome measures, which capture how hearing aids impact 
behaviour in real life. The approach and the studies presented here should be 
understood as explorative. They certainly need further theoretical foundation as well 
as the proof of reproducibility. The IRR-values indicated moderate to substantial 
inter-rater agreement in relevant ICF categories, but the IRR has to be improved for 
the usage in the field. The three raters stated that they had difficulties to average 
different behaviour units inside a three minute section. Moreover, it might be easier 
to annotate the conversation behaviour directly, e.g., on a tablet PC with a graphical 
user interface (GUI) for quick and easy tapping, but with a reduced set of codes. In 
future, we propose to use six hierarchic and interdependent main codes to evaluate 
group conversation, which include the categories ‘F-t-F vs. group’, ‘near vs. distant 
dialogue partner’, and ‘near vs. distant proxemics’ plus two codes of non-verbal 
proxemics ‘near vs. distant proxemics’ during listening. Using instantaneous 
annotations, the frequency of verbal communication episodes automatically will be 
recorded. The GUI should be completed with ICF relevant environmental and 
contextual categories, such as light condition (e240). In the next studies, we are going 
to combine the proposed eight codes of external behavioural observation with 
objective acoustical data and subjective items to get a more complete picture of 
hearing impaired users in real listening environments. In future, the approach reported 
here, should be combined and/or validated with the automatic assessment of 
behavioural data, such as head- and eye-tracking procedures.     
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Hearing is multidimensional. It affects the whole body and yet it is still an 
open question whether and how general factors of everyday life are affected 
by the use of modern hearing aids (HA) with different signal processing 
options. This study addressed, therefore, the question to what extent HA may 
shape the HA users’ everyday life. Accordingly, the behavior of N=22 HA 
users and non-users was observed experimentally using a theory-based 
ethnographic research design that comprises written reports and several steps 
of theorizing and reasoning. Data were collected in two specific everyday life 
situations (road traffic and restaurant) and by three modes (unaided, 
omnidirectional, and directional microphone mode). The analytical results of 
the ethnographical studies were summarized and used for testing hypotheses 
in an advanced laboratory with virtual audio-visual environments 
reproducing the same everyday life situations. Different typical behavior 
patterns were identified by means of fieldnotes, indicating that hearing 
impaired users with the first experience of HA provision showed 
comparatively expressive orientation reactions towards spatial sound sources. 
The behavior analyses were partly confirmed by questionnaire data. The 
analytical results led to first suggestions and improvements for the ongoing 
(re-)creation of virtual audio-visual scenes.   

INTRODUCTION 

Audiological research relates primarily to a calculable space and thus refers 
accordingly to digital space-time assumptions (e.g., Lindemann, 2014; Bentler, 2005; 
Picou et al., 2014; Ricketts and Henry, 2002). In scientific research of medical devices 
(e.g., HA), the emphasis is on measuring behavior patterns to explain the benefit of 
investigated technologies. Therefore, different signal processing options are evaluated 
by quantified body movements (Brimijoin et al., 2014; Hendrikse et al., 2017). 
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However, the question of the everyday life benefit of HA and the ecological validity 
of laboratory settings remains open (see Meis et al., 2017 in this volume). The 
emphasis is on whether and how HA improve the communication abilities, the social 
interaction, and participation (Ihde, 2007; 2016; Lindemann, 2014; Plessner, 1975; 
Zahnert, 2011).    

The focus of this mixed methods study was, therefore, the enhancement of the 
ecological validity of outcome research in audiology and the evaluation of HA in more 
realistic settings. The goal was to detect differences in user behavior between different 
everyday life settings to improve the ecological validity in virtual audio-visual 
laboratory environments. One research method used for this purpose was the 
ethnographical approach. It is a radically qualitative oriented research method, which 
helps to understand the behavior of users in acoustically complex everyday 
environments to develop new outcomes methods and diagnoses in audiology in the 
long run (Paluch et al., 2015; 2017). These qualitative data were combined with 
quantitative data.       

A further inquiry is planned, e.g., a confrontation with virtual audio-visual scenes in 
an advanced laboratory (Grimm et al., 2015; 2016). First pilot studies were completed 
in August 2017. Extensive laboratory evaluations are planned for September and 
October 2017.  

METHOD 

For the mixed methods study a specific setup was chosen. Data were gained in (1) a 
road traffic situation and (2) a restaurant situation in the field (i.e., (1) two different 
streets in the city of Oldenburg and (2) the university cafeteria).  

Thus, a street was selected with a high traffic density, i.e., with many pedestrians, 
cyclists, cars, buses, trucks, etc., on both sides of the road. In addition, environmental 
sounds such as crows, magpies, dogs, the rustling of trees, etc., were present. The 
other chosen street was in comparison to the first one a quiet environment with a lower 
traffic density. The environmental sounds were perceived in the quiet street more 
clearly, since there was less traffic noise. 

The cafeteria situation, on the other hand, was a typical dining situation, where the 
background noise was characterized by conversations, the rattling of cutlery, and the 
sounds of the cash desk as well as the kitchen. 

Furthermore, for the study three provision conditions were chosen: Subjects were (1) 
unaided and/or (2) aided with HA with omnidirectional and (3) directional 
microphone modes. The Phonak Audéo V90-312 HA were used for all subjects. These 
were fitted in accordance with the Adaptive Phonak Digital fitting formula (Latzel, 
2013). All HA were receiver-in-canal (RIC) models with open domes.   

The qualitative data were analyzed with relation to the Grounded Theory (GT) 
approach (Glaser and Strauss, 1967). So the method of data interpretation used here 
corresponded with a theory-based variant of the GT methodology (Corbin and Strauss, 
1990). The interpretation was not based on the traditional GT approach, in which 
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codes should only be interpreted with reference to data (Paluch et al., 2015; 2017). In 
contrast, a GT analysis was carried out with regard to certain theoretical assumptions 
(Matsuzaki and Lindemann, 2016, p. 503). This approach included positivistic 
assumptions about auditory spatial awareness and behavior patterns (Blesser and 
Salter, 2009). Thus, different typical behavior patterns in form of head movements 
and torso shifts were identified by means of fieldnotes. In addition, quantitative data 
were collected by questionnaires during the ethnographic walks.   

N=22 study participants (age range from 51 to 72 yrs.; mean age = 66.6 ± 4.90 yrs.; 
54% female) were recruited for the ethnographical walks. Three groups were 
involved: Group I included eight listeners with normal hearing (NH) according to 
WHO (2004); group II were seven unaided listeners with hearing impairment (HI) and 
a mild hearing loss (HL), who completed the walks in an unaided as well as aided 
condition during different study trails; and group III were seven aided listeners with 
mild to moderate HL. Group III only tested the aided condition.  

RESULTS 

The qualitative outcomes of the ethnographical walks can be summarized as follows: 
Subjects with NH demonstrated mainly civil inattention in the road traffic situation 
(Goffman, 1963, pp. 83-88) and were talkative in the restaurant situation. Unaided 
subjects with HI showed equally unobtrusive behavior patterns in the street and in the 
cafeteria. However, they had difficulties in understanding questions or sentences 
during talks. Furthermore, first-time HA users strongly related to the environment via 
body movements and were reserved in conversations. Experienced HA users, finally, 
lied between the subjects with NH and the unaided subjects: in the street they behaved 
as subjects with NH (e.g., civil inattention) and during conversations as unaided 
subjects (e.g., limited speech intelligibility). Nonetheless, they were also loquacious 
during conversations. For a detailed qualitative analysis and results of the 
ethnographical walks see Paluch et al. (2017).   

Additionally, subjects with NH, unaided subjects with HI, first-time HA users, and 
experienced HA users were compared via quantitative data. Thereby, the behavior 
analyses were partly confirmed by questionnaire data. The quantitative results of the 
everyday life setting questionnaires are presented as box plots (see Figs. 1-3). All items 
were rated by subjects on a 5-point scale regarding mainly the perception of traffic 
sources, such as trucks/buses, cars and bicycles, and the perception of speech in the 
street. The questionnaires related to the cafeteria focused on speech and dining sounds.  

Figure 1 shows the results of the road traffic questionnaires regarding volume 
perception of the subjects. First-time users of HA with omnidirectional microphone 
modes experienced their environment louder than in the unaided condition. Especially 
sound sources of objects like trucks, buses, cars, and bikes were experienced louder. 
The perception of speech was also affected, but not as much as by motor vehicles. 
This could be an explanation for the strong relation of head movements or torso shifts 
to sound sources. It could also be an indication of how the adaptation to HA was 
difficult at first.  
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Fig. 1: Results of road traffic questionnaires rating volume perception, scale 
range from 1 to 5. 1 = too soft, 3 = adequate, 5 = too loud. Group II (N=7). 
Comparison of unaided conditions and omnidirectional conditions of first-time 
HA users. The box plots show the median, 25th and 75th quartiles, and outliers. 

In other studies (Appleton and König, 2014; Latzel, 2015), it has been pointed out that 
better speech intelligibility is a crucial aspect of HA. Even though voices were not 
processed in the same way as technical objects, a louder perception of motor vehicles 
could lead to distraction towards the understanding of spoken words. 

As a remark, it is interestingly to note that in the unaided condition bikes were too 
quiet for the unaided subjects. The use of HA allowed perceiving sound sources such 
as bikes more adequate, although subjects reported that bikes had to be quiet.  

Fig. 2: Results of road traffic questionnaires rating localization, scale range 
from 1 to 5. 1 = very good, 3 = moderate, 5 = very poor. Group II (N=7). 
Comparison of unaided conditions and omnidirectional conditions of first-time 
HA users. The box plots show the median, 25th and 75th quartiles, and outliers. 
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Moreover, first-time HA users localized sound sources on average better in the aided 
condition than in the unaided condition. An exception was the localization of bikes, 
which had been on average better without HA. One explanation could be that sound 
sources were masked by HA. Besides, bikes were usually experienced in street 
situations with other traffic participants (e.g., trucks, buses, and cars). 

This also confirms the assumption that first-time HA users refer strongly to their 
environment with body movements. If the direction of sound sources can be localized 
better, it is likely that this will also be reflected in the movement patterns. Certain 
sound sources may not have been explicitly perceived for a long time due to increasing 
hearing loss, so the subjects clearly refer to them with body movements if they hear 
them appropriately again. 

 

 

Fig. 3: Results of road traffic questionnaires rating annoyance perception, scale 
range from 1 to 5. 1 = not at all, 3 = moderately annoyed, 5 = highly annoyed. 
Group I and II (N=14). Comparison of first-time HA users and experienced HA 
users with omnidirectional and directional microphone modes. Significant 
values for annoyance by trucks/buses (p < 0.05, Wilcoxon). The box plots show 
the median, 25th and 75th quartiles, and outliers. 

 

Furthermore, the quantitative data show that experienced HA users were less annoyed 
by environmental sound sources. Mainly first-time HA users were annoyed by 
different motor vehicles. This is a further explanation of why an explicit behavior 
occurred with first-time HA users. They were not only able to locate the sound sources 
better; they also experienced them too loudly and were thus more annoyed by them. 
For example, a woman during the walk was referring to a warning signal of a railway 
crossing gate and a crow with a torso movement when she perceived both. According 
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to her, she was annoyed by the sounds due to the aided condition. Lastly, she looked 
at a car with a clear movement of her head, because the car was for her almost as loud 
as a train (Paluch et al., 2017). 

Interestingly, omnidirectional microphone modes tend to increase the annoyance of 
sound sources relative to directional microphone modes. In a further study it is going 
to be examined in the laboratory whether and how the annoyance manifests itself 
regarding to different signal processing options. Probably, the directional microphone 
modes mask more sound sources. It remains open why bikes tend to annoy first-time 
HA users less.   

Significant results, however, were almost not found in the plots (p > 0.05, Wilcoxon, 
see figs. 1-2). Only differences regarding trucks/buses shown in Fig. 3 were 
significant (p < 0.05, Wilcoxon, see Fig. 3). One reason for this is the limited number 
of subjects that participated in the study. Nonetheless, the tendencies of the box plots 
are in line with the qualitative results, which showed different experiences of the 
environment due to usage of HA (Paluch et al., 2017). 

CONCLUSIONS 

In this paper a mixed methods study was reported, which included both qualitative 
data and quantitative data. A first outcome of the study was the possibility to show 
whether and how different microphone modes of HA influence subjects’ behavior. It 
has emerged that quantitative data also support the view that first-time HA users differ 
notably in their behavior patterns.  

The volume perception and the localization of first-time HA users were compared 
with and without HA in the street situation. In addition, it was shown how the 
annoyance decreases in regard to sound sources by experienced HA users. The better 
localization plus the increased sensation of the volume and the annoyance could be a 
reason why clear body movements of first-time HA users were observed (e.g., strong 
torso shifts). It should be verified whether these outcomes can also be reproduced in 
an advanced laboratory with virtual audio-visual scenes. 

Finally, the combination of qualitative and quantitative data leads to the assumption 
that the habituation to loudness decreases the noticeable body movements (Paluch et 
al., 2017). Probably a habituation to HA contributes to behavior patterns accordingly 
to shared social expectations (e.g., civil inattention). It would be of further interest to 
study how long people need to get used to HA and how their behavioral patterns differ 
over time (e.g., by head movements and torso shifts). 

OUTLOOK 

Based on the guided walk from phase 1, a virtual audio-visual environment was 
developed. This virtual environment partly simulates existing areas of the city of 
Oldenburg, and partly adds a fictive area with lower urban density as well as a 
cafeteria.  
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In the advanced laboratory the test design is repeated equally to the ethnographic 
walks. Subjects will experience going along the street in the laboratory and have to 
answer closed-ended questions at bus stops similar to the first study design. Also in 
the cafeteria there will be questions relating to the stories told by virtual characters. 
Thus, the questionnaires can be directly compared with one another.  

Ultimately, qualitative field research about the laboratory situations will be conducted 
and the subjects are going to be recorded on video for analyses of their behavior (VIB-
AICRAS©, Paluch et al., 2015). In combination with qualitative interviews this is 
intended to test the ecological validity of the advanced laboratory and to work out 
how intensive the immersion by subjects in the laboratory is. 
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Normal conversation requires interlocutors to monitor the ongoing acoustic
signal to judge when it is appropriate to start talking. Categorical thresholds
for gaps and overlaps in turn-taking interactions were measured for normal-
hearing and hearing-impaired listeners in both quiet and multitalker babble
(+6 dB SNR). The slope of the categorization functions were significantly
shallower for hearing impaired listeners and in the presence of background
noise. Moreover, the categorization threshold for overlaps increased in
background noise.

INTRODUCTION

In normal conversation, talkers take turns speaking in a manner that is flexible (i.e.,
not organized in advance) and often rapid. Over the decades since the seminal
paper by Sacks et al. (1974) was published, many models have been proposed to
explain why the switching between interlocutors remains fluid with rapid transitions
between speakers. In general, all of these models involve interlocutors monitoring
aspects of the ongoing acoustic signal to judge when the current talker will stop
or has stopped talking (for further discussion and review including the distribution
of acoustic overlaps and gaps in normal turn taking see Heldner and Edlund, 2010;
Levinson and Torreira, 2015). Background noise and hearing impairments are known
to reduce many aspects of auditory perception (e.g., speech intelligibility) and can
reduce cognitive spare capacity (i.e. resources for higher-level processing of speech;
Rudner and Lunner, 2014). Thus, it is possible that noise and/or hearing loss
may alter normal communication dynamics by altering the perception of acoustic
cues monitored by interlocutors (for a discussion of these cues, see Gravano and
Hirschberg, 2011).

As a first step towards investigating this, the present study focused on the perception of
turn-taking interactions in a manner similar to Heldner (2011). Specifically, normal-
hearing and hearing-impaired listeners were asked to listen to pre-recorded turn-
taking interactions and categorize whether the interactions were perceived as overlaps
(i.e., the second talker started before the first had finished), gaps (i.e., there was
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silence/pause between when the first talker stopped and the second talker started),
or neither, when the acoustic interval between the speech offset of the first talker and
the speech onset of the second talker was systematically varied from −500 ms to 500
ms.

METHOD

The participants in this study were 24 normal-hearing (mean age 36 years) and 7
hearing-impaired (mean age 72 years) native Danish listeners. The hearing impaired
group had primarily moderate hearing loss (see Fig. 1). The procedure was approved
by the Science-Ethics Committee for the Capital Region of Denmark. A speech
corpus was developed based on the dialogue from a Danish translation of the play
“Educating Rita” (Author: Willy Russell, translator: Riri Ianke Firing), consisting of
a conversation between a man and a woman. In addition to portions of the script,
11 turn-taking interactions were created from everyday conversation topics. Overall,
the corpus consisted of 85 turn-taking interactions, 43 where the woman starts and the
man takes over and 42 in the opposite order. Of these turn-taking interactions, 44 were
in the form of a question-answer, 7 in the form of statement-question, 29 in the form
statement-answer, and 5 in the form of statement-statement.

The corpus was recorded in an audiometric sound booth, with the male and female
native Danish talkers standing approximately 1 m apart from each other. The speech
was recorded using Cubase Elements 7 (Steinberg) with microphones (AKG C451B)
with pop filters placed approximately 10 cm from each talker and connected to a
Fireface UFX (RME) soundcard. The talkers were instructed to read the sentences
as naturally as possible, but to pause for a second or two during the turn-taking
interaction to avoid crosstalk. Each turn-taking interaction was repeated twice. The
recordings were reviewed to select the best utterances for each turn-taking interaction.
These were the utterances that were relatively constant in level and for which the
interaction sounded the most natural to the first author. After selecting the best
utterances, they were segmented by hand using Praat (Boersma and Weenink, 2002).
The mean duration of each utterance was 1.35 s (standard deviation 0.49 s) and varied
between 0.5 and 2.95 s. After editing, the sentences were normalized to have the same
RMS level.

Categorization of overlaps, gaps, and no-gap-no-overlap was obtained using a 3-
alternative forced-choice paradigm for 17 acoustic intervals, ranging from -500 to
500 ms. Here, we use the convention that a negative acoustic interval corresponds to
an overlap (i.e., the onset of speech from the second talker occurs before the offset of
speech from the first talker) and a positive interval corresponds to a silence. We used
a three-category procedure rather than conducting a two-category procedure twice
(i.e., gap vs. no gap; overlap vs. no overlap) to ensure listeners would maintain the
same internal criteria they use when listening to regular conversations. On each trial,
participants listened to a turn-taking interaction that was composed from an edited
pair of utterances that were shifted in time and then mixed to create the desired
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Fig. 1: Audiometric thresholds of the hearing-impaired listeners. The solid
black line indicates the mean hearing threshold, the shaded region indicates
one standard deviation, and the dotted lines indicate minimum and maximum
measured thresholds.

acoustic interval. After listening to a turn-taking interaction, the participant pressed
one of three buttons on a computer screen. The buttons were labeled with Danish
text corresponding to the English terms overlap, gap, and no-gap-no-overlap. For
each listener, five judgments of each interval in both quiet and in a background of
seven-talker English babble1 (mixed to achieve an SNR of +6 dB) were obtained. The
order in which the acoustic intervals were presented was randomized across trials.
Thus, the utterances judged for each acoustic interval varied across listeners. Half
of the listeners judged turn-taking interactions in quiet before judging turn-taking
interactions in babble. The other half judged the two conditions in the opposite order.

Stimuli were presented over headphones (Sennheiser HD 650) in a sound booth. For
the normal hearing listeners, the stimuli were presented at 65 dB SPL. To compensate
for reduced audibility, the stimuli (i.e., speech and noise in the babble condition
and speech alone in the quiet condition) was further amplified using the Cambridge
Formula (Moore and Glasberg, 1998) for each individual hearing impaired listener.
Overall, it took each listener approximately 15-20 minutes to complete the experiment.
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Fig. 2: The average proportion of responses of overlap (squares), gap
(circles), and no-gap-no-overlap (triangles) as a function of acoustic interval.
A negative acoustic interval indicates acoustic overlap (i.e., an interval where
both talkers are speaking) while a positive interval indicates an acoustic gap.
The top and bottom panels present the results for the normal and impaired
listeners, respectively. The left and right panels present results when the turn-
taking stimuli were presented in quiet and in multitalker babble (with an SNR
of +6 dB), respectively.

RESULTS

The average proportion of responses of overlap, gap, and no-gap-no-overlap as a
function of acoustic interval is plotted in Fig. 2. To estimate categorical thresholds,
cumulative Gaussian functions were fitted to individuals’ data after smoothing using a
simple moving average of responses from three neighbouring acoustic intervals. The
average mean (which is used as the estimated category threshold for that individual)
and standard deviation of the fitted Gaussian functions are plotted in Fig. 3. Note that
in this figure, the sign of the means for overlap results have been inverted to better
compare their magnitudes with the results for gap categorization.

Repeated measures ANOVAs were conducted on the fitted means of categorizing
overlaps and gaps, with background condition (quiet vs. babble) as within-subject
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Fig. 3: Average mean (top panels) and standard deviation (bottom panels) of
cumulative Gaussian functions fitted to individual’s proportion of responses.
The left and right panels present results for overlap and gap categorizations
averaged within groups of normal hearing (NH) and hearing impaired (HI)
listeners respectively. Here, the sign of the means for overlap results have
been inverted to better compare their magnitudes with the results for gap
perception. The bars indicate one standard error.

and hearing status (normal hearing vs hearing impaired) as between-subjects factors.
For the overlap categorization, only the main effect of background condition was
significant [F(1,29) = 5.782, p < 0.023]. For the gap categorization there was no
significant effect of either background condition, or hearing status, but there was
a trend for the effect of hearing status [F(1,29) = 3.329, p < 0.078]. None of the
interactions were significant.

A repeated measures ANOVA on the fitted standard deviations (slopes) of the catego-
rization functions for overlaps and gaps was conducted with background condition
(quiet vs. babble) and category (gap vs. overlap) as within-subject factors and
hearing status (normal hearing vs hearing impaired) as between-subjects factor. Main
effects of background condition [F(1,29) = 8.455, p < 0.01], category [F(1,29) =
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11.565, p < 0.01], and hearing status were significant [F(1,29) = 4.524, p < 0.05].
None of the interactions were significant.

When compared with the results from the normal hearing listeners, the proportion
of responses for the no-gap-no-overlap from the hearing-impaired listeners is greatly
reduced (see Fig. 2). To quantify this, the average proportion of responses of no-
gap-no-overlap for acoustic intervals ranging from −150 to 150 ms (i.e., acoustic
intervals between the average categorical thresholds of overlap and gap in quiet by
normal-hearing listeners) were calculated for each individual in each condition. A
repeated measures ANOVA with background condition as within- and hearing status
as between-subjects factors confirmed a main effect of group [F(1,29) = 9.174, p <
0.005] such that the hearing-impaired listeners used the no-gap-no-overlap category
less frequently than the normal-hearing listeners.

DISCUSSION

Virtually all models of turn taking in conversation involve interlocutors monitoring the
ongoing acoustic signal. Thus, it is possible that the presence of background noise or
hearing loss could influence conversational dynamics by disrupting the perception of
acoustic cues monitored by interlocutors. In the present study, categorical thresholds
for perceiving a turn-taking interaction with an acoustic overlap as an overlap
increased when listening in the presence of a background noise. This effect was
observed, even though the level of the multitalker babble was relatively low (SNR of
+6 dB) and should not have decreased the intelligibility of the turn-taking interaction
utterances. The slopes of the categorization functions of the hearing-impaired listeners
were shallower than those of the normal-hearing listeners.

In a previous study, Heldner (2011) measured gap and overlap thresholds separately
using a two-alternative forced-choice procedure (i.e., turn-taking interactions with
positive acoustic intervals were judged as either gap or no-gap, whereas turn-taking
interactions with negative acoustic intervals were judged as either overlap or no-
overlap). In the present study, the results of the normal-hearing listeners suggested
they perceived three clear categories (see Fig. 2) and the categorical thresholds were
consistent with the detection thresholds reported by Heldner (2011). The hearing-
impaired listeners exhibited a much lower proportion of responses for no-gap-no-
overlap than the normal hearing listeners for small acoustic intervals (i.e., between
−150 and 150 ms). Thus, it is not clear if this between-group difference is because the
hearing-impaired listeners perceived only two categories (i.e., either gap or overlap)
or the task was too difficult (i.e., choosing between three rather than two categories).
It should be noted that the hearing impaired listeners were much older than the normal
hearing listeners. Thus, the differences observed could also be due to aging effects
(both in auditory perception and cognition) rather than or in addition to hearing loss.
The hearing-impaired group’s small detection thresholds for gaps was therefore not
attributed to a higher sensitivity, but rather an effect of poor categorization as indicated
by their significantly shallower slopes and their inability to use the no-gap-no-overlap
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category. A less cognitively demanding follow up study using two 2-alternative
forced-choice paradigms, as in Heldner (2011), is needed to help disentangle these
effects.

The corpus used in this study was recorded from scripted dialog rather than the
spontaneous conversations used in previous studies into the perception of gaps in
turn-taking interaction (e.g., Walker and Trimboli, 1982; Heldner, 2011). Further, in
the present study, the recorded turn-taking interactions were edited to systematically
vary the acoustic interval. In contrast, previous studies have presented the original
acoustic recordings, which contained a wide range of acoustic intervals. Nevertheless,
the thresholds measured in this study are consistent with these previous studies. For
normal-hearing listeners, the average threshold for categorizing a gap in quiet was
approximately 160 ms. This is close to the thresholds of 120 ms reported by Heldner
(2011) and 180 ms estimated2 from the data published by Walker and Trimboli (1982).
Similarly, for normal-hearing listeners, the average threshold for categorizing an
overlap in quiet was approximately 155 ms, which is close to the 120 ms reported
by Heldner (2011) and indicates the same symmetry between the gap and overlap
thresholds (i.e., a duration of about one syllable in order to perceive it as either a gap
or an overlap).

CONCLUSION

In the present study, thresholds for perceiving overlaps and gaps were obtained for
both normal-hearing and hearing-impaired listeners in both quiet and noise. The
results indicated that the threshold for perceiving an overlap increased in the presence
of background noise. Furthermore, the categorization functions for both gaps and
overlaps were shallower in the presence of background noise and for hearing impaired
compared to normal hearing listeners. The gap categorization was very different for
the hearing-impaired group, and it is not clear if it is an effect of the paradigm or
some higher order processing. Thus it is suggested that a follow-up study using a
different paradigm is needed to explore this. In conclusion the presence of background
noise influences the perception of acoustic cues used to judge turn-taking interaction.
This suggests that comparing turn taking in quiet and noisy conditions may be useful
for validating proposed models of turn taking, particularly in relation to language
processing (e.g., Levinson and Torreira, 2015). Furthermore, it suggests that parts of
the language processing system is affected even at SNRs well above the typical SRT,
and that these effects are not captured by standard speech intelligibility tests.

ACKNOWLEDGEMENTS

This experiment was conducted as a bachelor project by the first author in collabora-
tion with GN ReSound. The authors would like to thank Andreas Schousboe from GN
ReSound A/S for his help in facilitating the project, as well as Johan Gabriel Selby,
Lotte Hagen Hernvig, and Brent Kirkwood, all from GN ReSound A/S, for their help
with the experiment.

53



A. Josefine Sørensen, Adam Weisser, and Ewen N. MacDonald

ENDNOTES
1 Seven-talker babble with both male and female voices was created from an
unpublished dialogue and trialogue corpus created previously by the second author.
The levels of all talkers in the babble were adjusted to have the same RMS.

2 The categorical threshold corresponding to 50% proportion of responses was
estimated from a linear interpolation of the proportion of responses for 100 and 200
ms (42% and 52%, respectively).
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Using fNIRS to study audio-visual speech integration in        
post-lingually deafened cochlear implant users 
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The aim of this experiment was to investigate differences in audio-visual 
(AV) speech integration between cochlear implant (CI) users and normal 
hearing (NH) listeners using behavioural and functional near-infrared 
spectroscopy (fNIRS) measures. Participants were 16 post-lingually deafened 
adult CI users and 13 age-matched NH listeners. Participants’ response 
accuracy in audio-alone (A), visual-alone (V), and AV modalities were 
measured with closed-set /aCa/ non-words and with open-set CNC words. AV 
integration was quantified by using a probability model and a cue integration 
model that predicted participants’ AV performance given minimal or optimal 
integration. Using fNIRS, brain activation was measured when listening to or 
watching A, V, or AV speech with or without multi-talker babble. For fNIRS, 
evidence of AV integration was measured using the principle of inverse 
effectiveness (PoIE) model (comparing the difference in activation in two 
brain regions between A and AV modalities in quiet and noise conditions). 
Behavioural AV integration was similar in the two groups for CNC words but 
poorer in the CI group compared to NH group for consonant perception.  Our 
fNIRS data did not demonstrate any AV integration in either NH listeners or 
CI users, by testing the PoIE. 

INTRODUCTION 

Neuroplasticity and changes in speech processing strategies have been reported in 
cochlear implant (CI) users (see review by Anderson et al., 2016). These changes are 
thought to be due to hearing loss and increased reliance on lip-reading before 
implantation, and the introduction of distorted hearing input after cochlear 
implantation. In this study, the audio-visual (AV) integration ability of CI users was 
of special interest. Rouger et al. (2007) used a cue integration model to quantify AV 
integration ability and claimed that CI users had better AV integration ability than 
normal listening (NH) listeners when the latter were listening to vocoded speech. 
Using electroencephalography (EEG) measures, Schierholz et al. (2015) investigated 
changes in response in auditory cortex of CI users and NH listeners when visual-alone 
(V) cues were added to audio-alone (A) object stimuli compared to the response in A
condition. Changes of response in auditory cortex in that study were interpreted as the
amount of AV integration. Compared to the older NH listeners, Schierholz et al.
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(2015) found that older CI users had larger AV integration responses in auditory 
cortex. Results from the above two studies suggested that CI users may have better 
AV integration ability and more neural AV integration response than NH listeners.  

We investigated whether functional near-infrared spectroscopy (fNIRS) could reveal 
AV integration in experienced CI users and we hypothesized that CI users have 
increased AV speech integration compared to age-matched NH listeners, using both 
behavioural and fNIRS measures. To reveal AV integration in fNIRS measures, we 
used the principle of inverse effectiveness (PoIE) first found in a study of Meredith 
and Stein (1983). This rule assumes that when V cues are added to A stimuli, 
enhancement of neural responses should be greater when the effectiveness of stimuli 
in each modality is low compared to high. The PoIE was derived using the dynamic 
response of multisensory neurons to stimuli of different effectiveness levels (Perrault 
et al., 2005) and has also been applied to in functional magnetic resonance imaging 
(fMRI) and EEG studies (Holmes, 2007; James et al., 2012). In this study, we 
investigated two regions of interest (ROIs), i.e., left superior temporal sulcus (LSTS) 
and left occipital cortex (LOC) where the PoIE has been previously demonstrated in 
NH listeners using fMRI (Laurienti et al., 2005; Stevenson et al., 2009). Using A, V, 
and AV speech stimuli, we tested the PoIE of fNIRS responses in the 2 ROIs of NH 
listeners and CI users, separately. We hypothesised that compared to NH listeners, CI 
users would show larger fNIRS measures of AV integration activation in at least one 
of the two ROIs.   

METHOD 

Participants 

Sixteen post-lingually deafened adult CI users and 13 aged-matched NH listeners 
were recruited for this study. All the participants were native English speakers, with 
no history of diagnosed neurological disorder, and with normal or corrected-to-normal 
vision. All CI users had a right-ear implant and experience of using the CI for more 
than 12 months. The ages of participants in the CI and old NH group ranged from 45 
to 82 (mean ± SD: 69.0 ± 9.1) and 52 to 76 years (mean ± SD: 64.9 ± 7.1), respectively, 
with no significant mean difference in age (t = 1.38, p = 0.179). To develop the cue 
integration model for AV speech integration, an additional 16 young NH listeners 
were also recruited, with ages ranging from 21 to 39 years (mean ± SD: 28.7 ± 5.3). 
All participants provided their written informed consent. 

Speech stimuli 

Two types of speech stimuli were used to measure AV integration ability. The first 
type were 12 consonant tokens in the form of /aCa/, with the 12 consonants being 'B', 
'D', 'F', 'G', 'K', 'M', 'N', 'P', 'S', 'T', 'V', 'Z'. The second type were Consonant-Nucleus-
Consonant (CNC) words (Peterson and Lehiste, 1962). For all the consonant and CNC 
word stimuli, the A and V components of video recordings were separated. The levels 
of all the auditory consonant/CNC stimuli were normalized to the same root mean 
square (RMS) level.  
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Speech tests and AV integration ability 

Speech tests were conducted in A, V, and AV modalities, using software Max/Msp 
(https://cycling74.com). Visual stimuli were presented on an LCD monitor at a 1.5-m 
distance and in front of the participant. Auditory stimuli were delivered to the right-
ear processor of CI users via direct audio input accessory or the right-side insert 
earphone of NH listeners. The level of sound directly input to the CI processor or 
earphone was set equivalent to 65 dBA ( ). Speech sounds in the A and AV 
modalities were presented with babble noise at a participant-dependent signal-to-noise 
ratio (SNR), at which each participant could achieve 50% of the consonants or 50% 
of the phonemes in the CNC words correct in the A condition (denoted SNR50%). 
For each individual participant, SNR50% was first determined using an adaptive 
procedure. During the consonant discrimination task, 12 consonants in the same 
modality were presented sequentially in a pseudo-random order with four repeats. In 
total, 48 consonants in A, V, and AV modality were presented. Participants responded 
using a touch-screen with 12 buttons corresponding to the 12 consonants. No feedback 
about response accuracy was provided. For the CNC word identification task, 60 
different CNC words in each modality were presented in a pseudo-random order in 
blocks of 20 stimuli. Participants were required to verbally repeat back the word they 
recognised each time. For both types of speech stimuli, the order of A, V, and AV 
modalities was randomly chosen.  

AV integration for each participant was quantified using a probability model (Blamey 
et al., 1989) and a cue integration model (Rouger et al., 2007). The probability model 
estimates participants’ AV performance  when auditory and visual speech 
processing are independent, i.e., minimum integration happens (Eq. 1), where,  and 

 are response accuracies in A and V, respectively.  

∗                                     (Eq. 1) 

The cue integration model predicts AV performance when optimal cue integration 
happens between the two modalities. The cue integration model assumes that to be 
able to understand speech information, we need to recognize at least a certain number 
( ) of cues correctly. Further, our perception of the cues has a Poisson distribution 
(Eq. 1), where  is the average number of cues that we recognise.  

!⁄ 							                       (Eq. 2) 

Threshold  depends on the type of speech stimuli, regardless of modality. When 
optimal integration happens, the number of cues recognised in the AV modality ( ) 
equals the sum of those recognised in A ( ) and V ( ) modalities, i.e. 

. Based on participants’ performance in A ( ) and V ( ) modalities,  and  
can be estimated using Eq. 2.  

To apply the cue integration model, we tested a group of young NH listeners to obtain 
the stimulus-dependent  values which best fit the data for young NH listeners’ AV 
performance, i.e. , with . We then applied these  values to 
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old NH listeners and CI users to assess whether the older NH listeners or CI users had 
better or worse AV integration than the young NH listeners. 

fNIRS imaging  

Data collection  

In this study, a continuous-wave fNIRS device (NIRScout, NIRX medical 
technologies, LLC) with 16 LED illumination sources and 16 photodiode detectors 
was used. fNIRS measures the concentration changes of oxygenated (HbO) and 
deoxygenated (HbR) haemoglobin in the blood. To (partly) remove the signals 
recorded from extracerebral tissue, two 1.3-cm ‘short’ channels that were located in 
the anterior temporal cortex of each side were used. For fNIRS imaging, data were 
recorded from the two ROIs, i.e. LSTS and LOC, as shown in Fig. 1.  

 

 

 

Fig. 1: ROIs where fNIRS responses were measured, i.e., LSTS and LOC.  

 
A block-design was used for fNIRS data collection, with the length of a stimulus block 
being 14.5 s. Each stimulus block was preceded and followed by a 25-s white fixation 
cross on the black screen of the CRT monitor. To ensure participants remained 
focused on the experiment, they were asked to perform a recognition task at the end 
of each block. Seven blocks of stimuli in each modality were presented.  

Six testing periods of fNIRS data were collected, with the first three testing periods 
using consonant stimuli, and the second three using CNC word stimuli. For each type 
of speech stimuli, the first testing period used blocks of A and AV stimuli in quiet, 
and the second testing period used blocks of A and AV stimuli with babble noise. 
When A stimuli were presented, there was a static picture of the female speaker on 
the monitor. For these two testing periods, 7 blocks of A and AV stimuli were played 
in pseudo-random order. The SNR of the babble noise was presented at participant-
dependent levels (SNR50%) previously determined for behavioural speech tests. In 
the third testing period, 7 blocks of stimuli in V modality were presented, with no 
auditory input through the earphone or CI processor. The recording of response in V 
modality is supplementary, to check that responses in the ROIs in two A and V 
modalities correlate with responses in AV modality. 
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Data analysis 

fNIRS data analysis consisted of signal pre-processing and signal processing. Signal 
pre-processing included 1) identifying and removing step-like artefacts that were 
caused by sudden loss of contact between optodes and skin, 2) excluding channels 
that had poor data quality, 3) estimation of haemodynamic response and band-pass 
filtering to remove environmental noises. Short-channel-separation was further 
conducted to remove the extracerebral response from the long channels within the 
ROIs. This was done by first extracting the first principal component ( ) of HbO 
or HbR from the 2 short channels by using principal component analysis (PCA). 
Channels with short distance were assumed to only measure responses from the 
extracerebral tissues, and  was assumed to be the systemic response that would 
exist globally. A general linear model (GLM) was then used, as shown in Eq. 3, to 
remove the  signal from the response in each long channel ( ). Within Eq. 3, 

 was the experimental specific haemodynamic response function model for 
different types of stimuli.  was the coefficient of  and  was the coefficient of 

 estimated from GLM;  was the residual noise.     

, ∗ ,	 ∗ 	 																 Eq. 3 	

After short-channel-separation in the long channels, the averaged hemodynamic 
response across the 7 blocks was then estimated for stimuli of each modality. Outlier 
blocks of response were excluded. Only the HbO response were used for further 
statistical analysis. To test our hypothesis that the fNIRS data in old NH listeners 
would show the PoIE, the inequality in Eq. 4 was used. The left and right sides of     
Eq. 4, represent the differences between HbO responses in the AV and A modalities 
when the auditory background was quiet (Q) and with noise (N), respectively.   

                           (Eq. 4) 

RESULTS  

AV integration: Behavioural performance  

Figure 2 plots the speech test results in three modalities for young, old NH listeners, 
and CI users when responding to consonants (first row) and CNC words (second row). 
Black dashed lines and magenta dash-dot lines plot the probability model and the cue 
integration model predicted AV performance, respectively, in each group. For the cue 
integration model, the stimulus-dependent  thresholds of 1 and 3 for consonant and 
CNC word stimuli, respectively, which were obtained based on the best fit for young 
NH listeners’ performance, were applied to old NH listeners and CI users. Figure 2 
shows that when responding to consonant stimuli (first row), the cue integration model 
(magenta dash-dot line), fits old NH listeners’ AV performance (red dots) well but CI 
users’ performance was lower than predicted by the young NH based model. In 
contrast, the probability model (black dash line) fits CI users’ performance (red dots) 
well, i.e., CI users showed essentially independent use of A and V cues in AV mode. 
These results showed that when responding to consonant stimuli, old NH listeners had 
comparable AV integration with young NH listeners (optimal cue integration), while 
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our experienced CI users had less AV integration ability than NH listeners. When 
responding to CNC word stimuli, as shown in Fig. 2 (second row), the cue integration 
model (magenta dash-dot line) fits the AV performance (red dots) of both CI users 
and old NH listeners well, i.e., both old NH listeners and CI users had optimal 
integration compared to young NH listeners.  

 

 

 

Fig. 2: Audio-visual (AV) speech perception of consonants and CNC words 
in NH listeners and CI users. 

 

AV integration: fNIRS imaging 

Figure 3 shows the fNIRS response in ROI LOC of age-matched NH listeners (first 
row) and CI users (second row) when responding to consonant stimuli. Red lines and 
shaded areas plot the mean and standard error of mean (SEM) of HbO; blue plots HbR 
response. Vertical dashed lines indicate the stimulus onset and offset. From left to 
right, each column plots A V A , A V A , and A V A A V A  
measures, respectively. A pairwise running one-tailed t-test was performed on the 
HbO response between quiet and noisy conditions, using Eq. 4. Permutation t-tests 
(Groppe et al., 2011) were done to control familywise error rate for multiple 
comparisons. No significantly larger response was found in the noisy condition than 
in quiet, i.e., no occurrence of the PoIE in the fNIRS responses in ROI LOC, in either 
CI users or NH listeners. The same statistical analysis was done for responses in two 
ROIs and to two types of speech stimuli. The PoIE of AV integration was not 
significantly demonstrated for NH listeners or CI users for either speech stimulus type, 
in either of the ROIs.   
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Fig. 3 fNIRS response of the old NH listeners and CI users in the ROI LOC 
when responding to consonant stimuli.  

 

DISCUSSION AND CONCLUSION 

This study examined AV speech integration in CI users and old NH listeners using 
behavioural and fNIRS measures. Using behavioural measures, CI users had poorer 
AV integration compared to old NH listeners when responding to consonant stimuli, 
but had comparable AV integration ability when responding to CNC word stimuli. 
For fNIRS imaging, no PoIE of AV integration was observed in either of the two ROIs 
for either CI users or age-matched NH listeners.  

Our behavioural results that CI users had comparable or poorer AV speech integration 
ability than NH listeners could be because, first, they were CI users who have years 
of experience of using their implant and no longer relied on lip-reading for speech 
perception. Thus, these CI users showed no super-normal lip-reading ability or AV 
integration ability than NH listeners. Further, when responding to consonant stimuli, 
CI users’ performance in AV modality was mainly dependent on their performance in 
A modality. As shown by the cue integration model that, participants only needed to 
recognise more than one cue from the consonant stimuli to make a correct response. 
When responding to consonant in AV modality, CI users selectively attended to A 
cues and ignored V cues. This selective attention maladaptively affected their AV 
integration.  

Our fNIRS results that no PoIE being observed in either group could be because, first, 
large variance of response existed in each group, which derived from both 
experimental measures and individual’s difference in fNIRS response. As to reveal 
this inverse effectiveness of AV integration, fNIRS measures were estimated from 
responses recorded in four different conditions, resulting in too much noise in the data. 
Also, largely variant AV integration responses have been reported in old NH listeners, 
due to their wider AV integration window (Diederich et al., 2008). Further, because 

61



 
 
 
Xin Zhou, Hamish Innes-Brown, and Colette McKay 
 

 

of the limited spatial resolution of fNIRS compared to that of fMRI, the ROIs in this 
study were larger and less focussed than those in the fMRI studies that showed the 
PoIE. All these reasons make it challenging to reveal the PoIE of AV integration in 
our old NH listeners and CI users.  
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Speech processing using adaptive auditory receptive fields  
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The auditory system exhibits a remarkable ability to adapt to its listening 
environment, driven both by sensory-based cues and goal-directed processes. 
Here, we focus on the role of attentional feedback in facilitating processing 
of speech sounds in presence of nonstationary noises. We examine a 
theoretical formulation for retuning of cortical-like receptive fields to enable 
robust detection of speech sounds in presence of interference. The framework 
employs modulation-tuned filters aimed at emulating tuning characteristics of 
neurons at the level of auditory cortex. This bank of filters is then modulated 
based on goal-directed feedback to enhance separability between the feature 
representation of speech and nonspeech sounds. We hypothesize that this 
retuning procedure results in an emphasis of unique speech and nonspeech 
modulations in a high-dimensional space. We discuss the implications of this 
retuning on the fidelity of encoding speech sounds in presence of seen and 
novel noise conditions, and discuss implications of such plasticity in 
facilitating listening in challenging acoustic environments, hence opening the 
door to adaptive and intelligent audio technology that can emulate the 
biological system. 

INTRODUCTION  

When engaged in a conversation in a noisy cafeteria, our brain relies on cognitive 
processes particularly attention to help navigate the challenging acoustic stimulus 
impinging on its ears and detect sounds of interest. Attention acts as information 
bottleneck that sifts through acoustic cues and helps boost the signal-to-noise 
representation of targets relative to interferers in order to ultimately facilitate 
processing of these sounds of interest. An increasing body of work suggests that 
attending to a target sound induces profound but rapid adaptation effects in brain 
responses. Magnetoencephalography (MEG) recordings in listeners attending to a 
target speech in presence of competing talkers showed selective enhancement of 
neural phase-locking to the attended stream resulting in improved and robust 
reconstruction of the attended speech regardless of the signal-to-noise relative to the 
interferer (Akram et al., 2016; Ding and Simon, 2012; Puvvada and Simon, 2017). 
The readout of the attended speech appears to also be in synchrony with enhancement 
in brain oscillations (particularly alpha rhythm), which selectively modulates the 
neural representation of the attended stimulus resulting in improved segregation 
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(Wostmann et al., 2016). Similar results have been reported using electroencephalo-
graphy (EEG) where selective attention in noisy environments (e.g., competing 
talkers, reverberation) also improve neural encoding of the speech envelope of the 
attended stream (Fuglsang et al., 2017; O’Sullivan et al., 2014).  A refined look at 
neural activity at the single neuron level has also corroborated these findings using 
high-density intracranial electrode arrays in human participants (Mesgarani and 
Chang, 2012). Results show that neural responses in non-primary auditory cortex 
(posterior superior and middle temporal gyrus) are driven almost solely by the 
attended speaker. 

A natural question that arises is how does the auditory system balance a stable sensory 
encoding and perceptual decoding in presence of such profound adaptation effects 
(Seriès et al., 2009). Given the distributed neural circuitry underlying this attention-
induced modulation, one interpretation of these effects is at the perceptual stage 
whereby adaptation of perceptual estimates implies refining the interpretation of 
sensory encoding for different tasks/environments. This account is often favored in 
engineering solutions which employ similar forms of adaptation (e.g., domain 
adaptation, model adaptation) in machine learning to adapt to specific targets or 
classes or generalize models across conditions of the data (Ben-David et al., 2010; 
Gauvain and Lee, 1994; Leggetter and Woodland, 1995; Siohan et al., 2001). 

An alternative interpretation is that observed effects are in fact due to adaptation of 
the sensory mapping itself. This form of adaptation implies that cognitive processes 
might receive inconsistent or suboptimal encoding (Seriès et al., 2009). If feature 
maps themselves are retuning, they are altering the representation of the incoming 
stimulus hence requiring perceptual processes to compensate for this warped mapping 
or at least take it into account. Electrophysiological recordings in single neurons as 
early as auditory cortex put forth evidence in support of adaptation of sensory feature 
maps. Cortical activity in animals engaged in various behavioural tasks shows that 
tuning characteristics of these neurons exhibit rapid tuning shifts in line with the 
behavioural task at hand (Elhilali et al., 2007; Fritz et al., 2003; Lu et al., 2017; 
Winkowski et al., 2017). Effects of this adaptation can be gleaned through their neural 
spectro-temporal receptive fields (STRFs). An STRF is a measure that characterizes 
the steady state response properties of auditory neurons, spanning their temporal 
dynamics and spectral selectivity (Elhilali et al., 2013). At the level of auditory 
cortical areas, these very receptive fields reflect the inherent properties of individual 
neurons which reshape their tuning to reflect task demands and relevant targets or 
backgrounds in an auditory scene (Atiani et al., 2014; David et al., 2012; Engineer et 
al., 2014; Fritz et al., 2005).  

In this work, we examine the theoretical underpinnings of the attention-driven 
receptive field plasticity in shaping neural encoding of incoming sound signals, and 
effectively enhancing detection of target sounds in complex scenes. We focus this 
question in the case of listening to speech sounds in presence of noise interferers or 
distortions such as reverberation. Here, we review recent work which leverages STRF 
plasticity in models for robust detection of speech in presence of background noise 
(Bellur and Elhilali, 2017; Carlin and Elhilali, 2015b). We comment on implications 
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of observed changes from both models in interpreting observed changes in the 
biological system. 

MODELING RECEPTIVE FIELD PLASTICITY 

The transformations undertaken along the auditory system can be emulated by a 
multistage process whereby the incoming acoustic waveform is mapped from a one-
dimensional signal representation along time to various feature dimensions that 
highlight characteristics of the acoustic waveform along both time, frequency, and 
spectrotemporal modulations. These transformations – achieved through a variety of 
analysis maps – act as feature detectors to extract cues relevant for processing and 
interpretation of incoming signals (Eggermont, 2001; Nelken and Bar-Yosef, 2008). 

In the current work, we ask the question: How would the system behave if a sensory 
mapping stage, specifically at the level of cortical processing, would receive feedback 
that induces changes in its properties in a direction dictated by the feedback signal, 
and within constrains imposed by the system? We contrast two approaches to achieve 
such optimization, a linearized vs. nonlinear approach, as discussed next. 

A linearized optimization of receptive field plasticity  

In a first study, we examine a framework for such feedback defined in a discriminative 
fashion (Carlin and Elhilali, 2015b). In this setup, the cortical stage is retuned to 
contrast the mapping of speech and non-speech stimuli. The model starts by 
transforming all incoming signals into a time-frequency spectrogram, by employing a 
model of the auditory periphery (Chi et al., 2005). This stage maps the acoustic 
waveform  through a series of stages including an array of asymmetric, constant-
Q band-pass filters, first order derivative, half-wave rectification and spectral 
derivative, before smoothing the responses using a short time window ,

 to mimic the loss of phase locking observed at the level of the midbrain. 
The auditory spectrogram ,  is next processed by an adaptable feature extraction 
framework, based on the processes of the cortical regions and task-driven plasticity 
observed in the auditory pathway. Carlin and Elhilali (2015b) propose using an 
ensemble of adaptable STRFs to extract frequency and spectro-temporal dynamics 
information from the auditory spectrogram. STRFs used in this work are 
neurophysiologically-recorded function obtained from non-behaving ferrets (recorded 
in studies by Elhilali et al. (2004) and Fritz et al. (2003). These biological STRFs are 
used as initial spectro-temporal filters upon which attentional feedback will be applied 
to induce plastic changes in line with the discriminative framework. Since the 
approach employs biologically-obtained filters in a non-parametric form, it uses a 
linear model using logistic regression to retune these filters in a manner that enhances 
the ability of the system to detect speech in a noisy environment.  

The adaptive framework is formulated as maximizing the conditional likelihood of 
labels y with respect to the weighted ensemble response E, as defined below  

   | , ≡         (Eq. 1) 
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where 1
1 exp	  is the logistic function and ∈ 1, 1 , 1 

denotes speech and 1 denotes non-speech. Let ,  be the firing rate of the 
 neuron: 

   , , ∗ ,        (Eq. 2) 

where hk (t , f ) is the transfer function of the  STRF and ∗tf  is the 2D convolution 

over time and frequency axes. The corresponding modulation domain representation 
can be determined as  

   | , Ω | | , Ω |. | , Ω |       (Eq. 3) 

where , Ω , , Ω  and , Ω  are the 2D discrete Fourier transforms of the 
firing rate, STRF and stimulus spectrogram, respectively.  represents temporal 
modulations or rates (in Hz) and Ω represents spectral modulations or scale (in 
cycles/octave). The ensemble response  in Eq. 1 defined as  

  1, ∑ | , Ω | , … , ∑ | , Ω | ∈                 (Eq. 4) 

is a supervector of responses of the  neurons to a stimulus. , , … ,  in 
equation 1 is the vector of regression coefficients for the  neurons of the ensemble.  

Throughout this framework, the model mimics common experimental paradigms 
whereby neurons are characterized with a ‘default’ tuning transfer function . These 
are typically obtained when the auditory system is not engaged in any active task, but 
is in a passive state. Once the system is engaged in a task, these filter parameters  
are retuned, yielding adapted receptive fields . In the proposed framework by Carlin 
and Elhilali (2015b), the adaptation problem is cast as an optimization with goal to 
minimize the cost function ,  defined as  

 , ‖ ‖ ∑ ∑ ‖Δ ‖      (Eq. 5) 

where | , Ω |  and Δ | , Ω | | , Ω |. , Ω  is the 
default tuning of the  neuron and , Ω  its adapted tuning. By formulating the 
adaption process in this manner, the framework seeks to obtain a weighted set of 
retuned neural ensemble that maximizes the conditional probability averaged over all 
stimuli (M). The Δ  term ensures that each individual neuron retunes marginally from 
its default tuning, consistent with the observation that cortical neurons maintain stable 
properties while adapting marginally to behavioral tasks (Elhilali et al., 2007). 

In order to determine the regression parameters  and retuned STRF ensemble , 
block coordinate descent is employed, alternating between the 2 convex problems  

	 , 					 . .				| , Ω | 0	∀ , , Ω 

	 , 					 . .				 0 

Upon convergence, the solution to these two convex problems can be written as  
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| , Ω | , Ω . . ∑ 1 , Ω         (Eq. 6) 

   ∑ 1              (Eq. 7) 

where  denotes the number of stimuli used for the adaptation process.  

It can be seen from the constraints and solution equations (Eqs. 6 and 7) that by 
enforcing the weights to be positive and using the labels 1 for speech and 

1 for non-speech, the adaptation process seeks to enhance speech modulation 
while suppressing non-speech content. Another interesting observation relates to the 
impact of the stimulus. By interpreting 1  as prediction error, certain 
stimuli that are too difficult to predict have a stronger impact on the adaptation 
process. Furthermore, it can be seen in Eq. 7 that neurons that are task-relevant receive 
larger weights in contrast to the task-irrelevant neurons.  

A nonlinear parametric optimization of receptive field plasticity  

In contrast to the approach described above, Bellur and Elhilali (2017) explore an 
alternate framework to model task-driven plasticity, focusing on 3 broad different 
takes to the optimization problem: First, the approach in Bellur and Elhilali (2017) 
employs parameterized Gabor filters to encode spectrotemporal dynamics, instead of 
physiologically recorded receptive fields. By employing parameteric functions to 
emulate cortical receptive fields, Gabor filters can be re-tuned to achieve a non-linear 
transformation in contrast to the linear adaptation of filter patches as used in Carlin 
and Elhilali (2015b). Second, instead of assigning fixed class labels 1 to 
distinguish speech from non-speech tokens, the approach in Bellur and Elhilali (2017) 
employs a generative probabilistic model using Gaussian mixture models (GMMs) to 
serve as object representations of clean speech and non-speech classes (Duda et al., 
2000). In this case, the optimization seeks to retune the Gabor filters in a manner that 
enhances the ability of the GMMs to discriminate between noisy speech and 
nonspeech, thereby adapting the feature extraction process to work even under novel 
noise conditions. Third, the optimization process employs a Genetic algorithm 
(Michalewicz, 1996). This approach differs from the convex optimization formulated 
in Carlin and Elhilali (2015b) and allows to search the parameter space for the Gabor 
filters to ensure improved discrimination between the two classes with respect to the 
fixed GMMs.   

This approach follows the same general framework as presented earlier. A time-
domain waveform is first mapped through a model of the auditory periphery to derive 
an auditory spectrogram , . Then, a bank of 2D Gabor filters are applied to 
analyze the spectral and temporal modulations in the spectrogram. Such filters are 
considered a reasonable approximation of cortical receptive fields observed in the 
mammalian auditory system (Ezzat et al., 2007; Theunissen et al., 2000). The filters 
are parametrized as: 

  ,            (Eq. 8) 
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where	  and .	 	and  
denote the temporal and spectral bandwidths of the Gaussians of the  Gabor filter, 
respectively.  specifies the orientation of the main lobe of the Gabor filter and  
is a gain term.  and Ω  are the rate and scale of the  Gabor filter.  

The auditory spectrogram is convolved with a bank of Gabor filters 
, , … ,  spanning the spectrotemporal space set by the chosen parameters    

(Eq. 9). The output is then collapsed along the time axis to obtain the spectrotemporal 
dynamics and frequency information as shown in equation Eq. 10.  

   , | , ∗ , |       (Eq. 9) 

   ,                                (Eq. 10) 

Like the regression approach, the Gabor filter model in Bellur and Elhilali (2017)  
starts with a default set of parameters , , … ,  analogous to the passive 
receptive fields used in Carlin and Elhilali (2015b). The Gabor parameters are then 
retuned for robust speech activity detection, to obtain an adapted filter bank of Gabor 
filters denoted as , , … , . These adapted filters are derived based on 
statistical models of speech and non-speech data; Gaussian mixture models of clean 
speech and nonspeech estimated based on their spectrotemporal modulation features 
(Eq. 10). A held out set of noisy speech and nonspeech data is then used adapt the 
filters in manner that enhances the ability of the GMMs to discriminate between noisy 
speech and nonspeech even in mismatched conditions. The hypothesis at the center of 
this work is that this retuning process will lead to highlighting the discriminable 
regions of the spectrotemporal modulation space as represented by the GMMs, hence 
resulting in robust speech activity detection under novel noise conditions.  

The Gabor filters are retuned using a genetic algorithm which scans the parameter 
space. It employs a fitness measure to gauge the suitability of the parameter choice. 
In Bellur and Elhilali (2017), the fitness measure used is d-prime, defined as: 

                                  (Eq. 11) 

 and  denote the mean and standard deviation respectively of the log likelihood 
ratio (LLR) values estimated using the GMMs trained on clean speech (c=s) and 
nonspeech (c=ns) data. The genetic algorithm is initialized with the default parameters 

 as a member of the first generation. The algorithm then propagates through 
multiple generations to find the fittest member ( ) as defined by the equation Eq. 11. 

OPTIMIZED MAPPING OF SPEECH AND NONSPEECH SOUND CLASSES 

Figure 1A shows results of the adaptation process in terms of the average difference 
between the modulation profiles of the STRF after and before adaptation; That is 
〈| , Ω | | , Ω |〉  where 〈. 〉  denotes averaging. The figure illustrates that 
the neural ensemble tends to emphasize slower modulations especially for positive 
rates (which correspond to downward modulations), which are commensurate with 
modulations in speech sounds (Elliott and Theunissen, 2009). Given the choice of 
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label values and the fact that the weights  are set to be positive, the adaptation 
framework also leads to suppression of responses to faster modulations, hence 
diminishing the response to non-speech regions of the spectrotemporal space.  

 

Fig. 1: (A) Average difference in the responses of STRFs before and after 
adaptation using linearized regression. The difference is measured as 
〈| , Ω | | , Ω |〉  where 〈. 〉  denotes the average operation 
[Figure reproduced from (Carlin and Elhilali, 2015a) with permission from 
IEEE]. (B) Δ  difference between the energies in the rate scale space on 
using   and   filter banks in the nonlinear optimization approach using 
Gabor filters. 

Figure 1B shows the difference between the energies in the rate scale space on using 
  and  filter banks. Δ  depicted in this figure is estimated as: 

  Δ 〈∑ ∑ | , ∗ | ∑ ∑ | , ∗ |〉  (Eq. 12) 

where 〈. 〉 denotes the average over all stimuli, both noisy speech and nonspeech. Δ  
illustrates the difference in energies on projecting the stimuli on to the spectrotemporal 
modulation space using the 2 sets of Gabor filter banks. It can be seen that while 
slower modulations are emphasized, broadband fast modulations are also emphasized, 
as well fast spectral modulation at 4-Hz rate. The figure also suggests that greater 
discriminability is attained on adapting the filters because sparse non-overlapping 
regions of speech and nonspeech are emphasized on adaptation, while overlapping 
regions are suppressed.  

Further insight into the behavior of the Gabor model can be gleaned from contrasting 
the log-likelihood estimates with respect to both speech and non-speech data.  Figure 
2A shows the histogram of the log likelihood ratio values of noisy speech and non-
speech stimuli estimated, before ( ) and after adaptation ( ) of the Gabor filters. 
As can be seen from the plots, the classes are more separable on using the retuned 
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filter bank. It is interesting to note that on adaptation, the LLR values for the 2 classes 
do not necessarily move in the opposite directions, rather they become narrower 
owing to the fact that the d-prime measures reward lesser spread of the LLR values 
for a class. Figures 2B and 2C show a schematic summarizing the impact of the 
different optimization approaches on the resulting representation of speech and 
nonspeech classes. 

 

Fig. 2: (A) Histogram of the log likelihood ratio values of noisy speech and 
nonspeech stimuli before ( ) and after adaptation ( ) of the Gabor filters. 
(B, C) Schematic of changes in mapping of speech and non-speech classes 
using linearized regression vs. nonlinear optimization.  

CONCLUSIONS 

The models reviewed here shed light on two possible strategies that improve speech 
detection in noise: (i) An approach that pushes the perceptual maps of speech and 
nonspeech further apart from each other (Fig. 2B). This is achieved by reshaping the 
feature maps to emphasize acoustic cues unique to speech and de-emphasize 
characteristics of nonspeech. As shown in Fig. 1A, putting more emphasis on slow 
temporal modulations in the region around ~4 Hz results in highlighting areas known 
to correlate well with characteristics of speech signals (e.g., syllabic rate, Elliott and 
Theunissen, 2009). This outcome is achieved through a linearized optimization of 
cortical receptive fields that allows minor tweaks to their response properties in a 
linear way. 

In contrast, a parametrized approach that exhaustively searches the space of cortical 
filters represented as Gabor functions combined with statistical modeling of the 
perceptual decision space results in a different outcome by tightening the perceptual 
maps of speech vs. nonspeech classes (Fig. 2C). This outcome is an equally acceptable 
solution to the stated problem, and in fact has been shown to yield superior 
performance of speech detection in noise, especially when contrasted with novel noisy 
speech and nonspeech conditions. 
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Overall, either strategy (or combined) offers a robust biomimetic approach to adaptive 
signal processing to improve sound perception in noise. It remains to be seen which 
approach is more in line with scheme underlying neural plasticity in the brain. As 
more advanced experimental techniques emerge and paradigms are able to train 
animals on more sophisticated behavioral tasks, it will be possible to tease apart the 
theoretical underpinnings of attention-driven neural plasticity in the auditory system. 
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Fluctuation contrast and speech-on-speech masking: 
Model midbrain responses to simultaneous speech  
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At the level of the auditory midbrain, low-frequency fluctuations within each 
frequency channel drive neurons with band-pass modulation transfer 
functions (MTFs). The amplitude of low-frequency fluctuations in ascending 
neural signals is affected by stimulus amplitude due to the gradual saturation 
of the inner hair cells (IHCs) beginning at moderate sound levels. This level 
dependence of low-frequency fluctuation amplitudes results in contrast cues 
at the level of the midbrain: Spectral peaks result in lower responses of cells 
with bandpass-MTFs, whereas spectral valleys result in higher responses. 
Here, we focus on model population midbrain responses with different best-
modulation frequencies (BMFs) to simultaneous speech. Midbrain responses 
were simulated for single hearing-in-noise (HINT) sentences and for a pair of 
simultaneous sentences, spoken by a male and a female. Correlations between 
population responses to individual male (or female) sentences and responses 
to simultaneous sentences vary with BMF in the range of the male (or female) 
fundamental frequencies. The pattern of fluctuation contrast across frequency in 
the midbrain representation provides a framework for studying speech-on-
speech masking for listeners with normal hearing and sensorineural hearing loss. 

INTRODUCTION  

Neural responses to complex sounds such as speech convey a number of interacting 
cues to the central nervous system. A better understanding of which cues are most 
significant for encoding speech information should improve the ability to restore or 
enhance these cues for listeners with hearing loss. Furthermore, it is important to 
understand how candidate cues are affected by hearing loss as well as by typical 
challenges such as masking. In this study, we use computational models to explore 
fluctuation contrast cues in response to spoken sentences. In particular, we show 
examples of how these cues are affected by a competing voice, in anticipation of 
future tests that will take advantage of listener performance data collected using the 
Competing Voices Test (CVT; Bramsløw et al., 2014) with the Danish Hearing-in-
Noise (HINT) sentences (Nielsen and Dau, 2009). We also explore examples of model 
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responses that illustrate how sensorineural hearing loss affects fluctuation contrast 
cues in response to single speakers and competing voices.  

One goal of this work is to test the hypothesis that across-frequency contrasts in 
fluctuation provide cues for the locations of formants (Carney et al., 2015) and other 
spectral features in speech. Fluctuation contrasts are set up in the auditory periphery, 
and ultimately provide a robust representation in the responses of midbrain neurons. 
Neurons in the auditory midbrain (inferior colliculus, IC) are sensitive to low-
frequency fluctuations, or periodicities, in their inputs. Auditory-nerve (AN) fibres 
phase-lock to the low-frequency fine structure in stimuli, and they simultaneously 
phase-lock to low-frequency fluctuations in response to complex sounds (Joris and 
Yin, 1992; review: Joris et al., 2004). The low-frequency fluctuations in AN responses 
to speech include both the fundamental frequency of voiced sounds and the features 
of cochlear-filter induced envelopes in response to noisy sounds (Joris, 2003) such as 
fricative consonants. 

Low-frequency fluctuations in peripheral responses are not limited to low 
characteristic frequencies (CFs) but occur across the entire AN population. These 
fluctuations in the neural responses are conveyed via the brainstem to the midbrain. 
AN fibres that convey fluctuations may have saturated average discharge rates, 
especially in the case of the sensitive high-spontaneous-rate (HSR) AN fibres, but 
their temporal patterns still convey substantial information in the form of phase-
locking to fine-structure and low-frequency fluctuations. These low-frequency 
fluctuations are effective in exciting (or suppressing) midbrain neurons (Krishna and 
Semple, 2000; Nelson and Carney, 2007; Kim et al., 2015). In the IC, average 
discharge rates depend on the amplitudes of low-frequency fluctuations on their 
inputs. Thus, changes across frequency in the amplitude of peripheral fluctuations 
carried by AN fibres result in a profile of midbrain rates that vary across frequency. 

The above description is focused on how AN fibres carry the fluctuations in complex 
sounds in to the central nervous system (CNS). However, in the healthy ear, the 
representation of spectral features by these fluctuations is strongly shaped by two 
nonlinearities in the inner ear. First, near spectral peaks, such as formants in voiced 
sounds, the saturation of inner hair cell (IHC) transduction results in a “flattening” of 
the low-frequency fluctuations, or envelope-related features. As a result, AN fibres 
near spectral peaks have relatively low-amplitude low-frequency fluctuations, and 
instead have temporal responses that are dominated by a single harmonic closest to 
the spectral peak. This phenomenon is referred to as “synchrony capture” because it 
has been quantified on the basis of fine-structure phase-locking (Miller et al., 1997), 
but it could equally well be referred to as a suppression of the low-frequency 
fluctuation. Importantly, the saturation of IHCs in frequency channels near spectral 
peaks results in changes in fluctuation amplitude across frequency channels, referred 
to here as fluctuation contrasts.  

The second inner-ear nonlinearity that plays a role in shaping fluctuation contrasts is 
compressive cochlear amplification, which determines the sensitivity of the organ of 
corti response, and thus the set-point of the IHC transduction nonlinearity. Because 
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(in the healthy ear) cochlear sensitivity is controlled in a frequency-dependent manner, 
fluctuation contrasts can occur at each spectral peak in a complex sound. For example, 
synchrony capture occurs for multiple formant peaks in AN vowel responses, not only 
at the highest magnitude peak (Delgutte and Kiang, 1984). 

Contrasts in the amplitude of fluctuations in AN responses across frequency channels 
provide a code for spectral peak frequencies (Carney et al., 2015), but this code 
requires both frequency-dependent cochlear amplification, driven by the outer hair 
cells (OHCs), and sensitive transduction by IHCs. Therefore, sensorineural hearing 
loss involving reduced sensitivity of OHCs and/or IHCs will result in decreased 
fluctuation contrasts. The impact of modelled sensorineural hearing loss on model IC 
population responses is explored here. 

Previous studies of the fluctuation contrast cues have reported model IC and 
physiological responses for gaussian-noise maskers in normal-hearing rabbits (Carney 
et al., 2015). Responses of models with sensorineural hearing loss to speech with 
additive Gaussian noise have also been described (Carney et al., 2016). Here we 
extend this exploration to competing-voice maskers. We hypothesize that the ability 
to segregate speakers with different fundamental frequencies requires a) valid 
fluctuation contrast cues set up in peripheral responses, and b) midbrain neurons tuned 
to modulation frequencies in the range of voice pitch (e.g., Langner and Schreiner, 
1988). Using a simple model for band-enhanced modulation tuning in the IC, we can 
study the ability to separate responses of speakers with different F0s based on 
midbrain responses. 

MODEL METHODS 

The example responses illustrated here were created using the Zilany et al. (2014) AN 
model as the input to a simple modulation filter model for IC neurons (Mao et al., 
2013). This IC model is a simplification of the same-frequency inhibition-excitation 
model of Nelson and Carney (2004); The modulation filter model allows more flexible 
selection of the IC best modulation frequency (BMF). Modulation filter responses 
were passed through a first-order low-pass filter (Fc = 500 Hz) to approximate the 
frequency limit of temporal following in the IC (Joris et al., 2004). 

Model responses with sensorineural hearing loss shown here were simulated by 
reducing the sensitivity of the AN model IHC by setting the parameter CIHC to 0.2 for 
all CFs, and by reducing the cochlear amplification of the IHCs by setting the 
parameter CIHC to 0.2 for all CFs. This simple strategy for simulating sensorineural 
hearing loss results in a model with sloping hearing loss that ranges from ~15-20 dB 
at low frequencies up to ~40 dB at high frequencies. More detailed audiometric 
configurations for comparison to individual listener results can be modelled by fine 
tuning these parameters as a function of frequency.  

RESULTS 

Responses of model populations of IC neurons driven by fluctuations in the normal-
hearing AN model are shown in Fig. 1. Four population responses to HINT sentences 
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(Nilsson et al., 1994) are illustrated. Figure 1A shows the response of a population of 
model IC cells to a HINT sentence spoken by a male. The IC model neurons have CFs 
from 200-6000 Hz, and all cells have BMF=100 Hz, in the range of the F0 for a male 
speaker. IC modulation filters are broad (quality index, Q=1); therefore, small changes 
in F0 over the course of a sentence do not cause large changes in the responses of 
these filters. This population of IC cells are most strongly driven by features 
associated with a male voice.  

Figure 1B shows responses of IC model cells with BMF = 200 Hz, in the range of 
female voice pitch, in response to a HINT sentence spoken by a female. In Figs. 1A-
1B, the formant frequencies during voiced portions of the sentences are indicated by 
white circles, which represent frequencies at which the responses to fluctuations are 
suppressed due to IHC saturation. The yellow (white) regions represent frequency 
channels that respond strongly to low-frequency fluctuations that are set up in the 
periphery. Note that the AN-fibre average rates are saturated across all of the low to 
mid frequencies during the voiced sounds, but the differences in the amplitudes of the 
low-frequency fluctuations result in strong formant-related features in the model IC 
responses. During the consonants (e.g., cyan square), fluctuations are strongest in 
frequency bands associated with the rising slope of the stimulus spectra, rather than 
at the peak frequencies where IHCs are often saturated and thus fluctuation amplitudes 
are reduced.   

Figures 1C and 1D show responses of the same IC population models to simultaneous 
presentation of the two sentences from Figs. 1A and 1B. In both panels, fluctuation 
contrast features from both sentences are apparent. However, the IC population tuned 
to BMFs in the range of male pitch (Fig. 1C) is dominated by features in the sentence 
spoken by the male (e.g., white circles). Likewise, in the model cells tuned to an F0 
in the female range (Fig. 1D), the fluctuation contrast features are most similar to 
those in the response to the female sentence (e.g., orange circles). 

To quantify the degree of similarity of the response to the masked sentence to the 
response to single sentences, correlations between the two-dimensional (CF × time) 
images were computed. Similar to conventional studies of masking, a comparison 
between the response to the target plus masker and the response to the masker alone 
provides an indication of how well the target can be segregated from the masker based 
on this representation. In this case, a lower correlation between two images indicates 
better separability of the target from the masker based on the fluctuation contrast 
features in the IC responses.  

Figure 2 shows the correlations between T+M and M-alone as a function of the BMF 
of the IC neurons. Each point in Fig. 2A represents the correlation of two 2D images 
of IC population responses, such as those shown in Fig. 1. IC cells with BMFs in the 
range of the male voice have the largest differences (lowest correlations) between the 
response to the male speaker alone and the response to the simultaneous sentences. 
Similarly, the responses of IC cells with BMFs near the female F0 would be best able 
to segregate the female-alone response from the competing-voice masker. 
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Fig. 1: Examples of population IC model responses to HINT sentences. Model 
responses here received inputs a population of normal-hearing (NH) high-
spontaneous-rate AN fibres with characteristic frequencies ranging from 200-
6 kHz. Each IC model is a bandpass modulation filter; best modulation 
frequencies are in the range of F0s for male (100 Hz, A, C) or female (200 Hz, 
B, D) speakers. A) Responses of a 100-Hz BMF IC model population to a male 
saying “Strawberry jam is sweet.” White circles highlight response features 
for F1 and F2 in the first 2 words. The cyan square highlights the response to 
a fricative. B) Responses of a 200-Hz BMF IC population to a female of saying 
“They heard a funny noise.” Orange circles highlight a few response features. 
C) 100-Hz BMF population response to simultaneous presentation of the 
sentences in A and B. D) 200-Hz BMF population response to the 
simultaneous sentences from A and B. Qualitatively, the response to the 
combined sentences contain fluctuation features from both sentences, but the 
neurons with 100-Hz BMF represent features that are more similar to the male-
alone responses (e.g., white circles), and the 200-Hz responses are more 
similar to the female-alone response (e.g., orange circles). Sentences are from 
the English HINT test (Nilsson et al., 1994). (color online) 

 

Figure 2B shows similar calculations for IC models that include sensorineural hearing 
loss (SNHL) in the model AN inputs. At first glance, the more linear models for SNHL 
ear result in responses to the voices that appear to be more separable; However, the 
representation of many features in the sentences are reduced by decreased sensitivity.  
Figure 3 shows population responses for the models with SNHL; These responses 
include fewer cross-frequency contrasts associated with vowel formants, and very 
little response to consonants, as compared to responses of the normal-hearing model 
(cf. Fig. 1). The dotted lines in Fig. 2B show the same calculations after linear 
amplification of the speech inputs by 20 dB. This amplification restores the 
representation of some features in the populations responses (not shown), but 
decreases the separation of the correlations shown in Fig. 2B.  
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Fig. 2: Correlations between IC responses at each BMF to Target + Masker 
(i.e. two simultaneous sentences) and Masker alone (one sentence). Sentences 
are the same as those illustrated in Fig. 1. A) Blue: For the segregation of the 
male voice, the correlation considered is that between simultaneous sentence 
(Target + Masker) and Female (Masker alone). This correlation is lowest for 
IC population responses that have BMFs near the male speaker’s F0. Red: 
Similarly, for segregation of the female voice, the lowest correlations between 
(Target + Masker) and Male (Masker alone) occur for IC cells with BMFs in 
the range of the female F0. B) Solid and dashed: Same as A, but for 
simulations with SNHL in AN model. Dotted lines: Same as above, except 
that a simple linear gain of 20 dB was included to increase audibility of speech 
features in the model population response. (color online) 

 

SUMMARY 

This presentation described initial steps towards describing cross-frequency 
fluctuation contrasts in midbrain responses and their potential for representing 
sentences in the presence of competing-voice maskers. The fluctuation contrast cues 
vary across populations of IC neurons with different BMFs, allowing segregation of 
speech with different F0s. Sensorineural hearing loss reduces the contrasts. Future 
work will apply these models and correlations to a larger set of sentences for which 
listener performance data has been collected. The effects of practical amplification 
schemes on the competing-voice maskers can also be explored for models with 
different audiometric configurations. 

Further work is required to quantitatively evaluate the correspondence between 
changes in fluctuation contrast cues and changes in listener performance with 
competing voice maskers. This work could also be extended to studies of competing 
voices with similar F0s (same gender; e.g., Bramslow et al., 2017). 
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Fig. 3: Examples of population IC model responses to HINT sentences. Model 
responses here received inputs from a population of HSR AN fibres with 
sensorineural hearing loss (sloping loss with thresholds elevated by ~10 dB at 
low CFs to ~40 dB at high CFs). HINT sentences are the same as in Fig. 1. A) 
Responses of a 100-Hz BMF IC model population to male sentence. B) 
Responses of a 200-Hz BMF IC population to a female sentence. C) 100-Hz 
BMF population response to simultaneous sentences. D) 200-Hz BMF 
population response to the simultaneous sentences. (color online) 
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Can long-term exposure to non-damaging noise lead to 
hyperacusis or tinnitus? 

MARTIN PIENKOWSKI* 

Osborne College of Audiology, Salus University, Philadelphia, PA, USA 

Hearing loss triggers changes in the central auditory system, some maladaptive. A 
region of primary auditory cortex (A1) deprived of input responds more strongly 
to cochlear lesion-edge frequencies, and its spontaneous firing rate (SFR) 
increases. This spontaneous and sound-evoked hyperactivity has been associated 
with tinnitus and hyperacusis, respectively. Regional increases in A1 spontaneous 
and sound-evoked activity are also observed after long-term exposure to non-
damaging levels of noise. Adult cats exposed to such noise bands had suppressed 
SFR and evoked activity in the A1 region mapped to the noise band, but had 
increased SFR and evoked activity in A1 regions above and below the band. We 
hypothesized that, post-exposure, frequencies within the noise band should for 
some time be perceived as softer than before (hypoacusis), whereas frequencies 
outside of the noise band might be perceived as louder than before (hyperacusis), 
and might even be internalized as tinnitus. To investigate this possibility, adult 
CBA/Ca mice were exposed for >2 months to 8–16 kHz bandpass noise at 70 dB 
SPL, and tested for hypo/hyperacusis and tinnitus using prepulse inhibition (PPI) 
of the acoustic startle reflex (ASR), and gap-PPI of the ASR (GPIAS), 
respectively. ABRs and DPOAEs showed that the 70 dB SPL exposure was indeed 
non-damaging, whereas the same noise band at 75 dB SPL appeared to cause 
cochlear synaptopathy. Contrary to hypothesis, long-term exposure to non-
damaging noise had no significant effect on PPI ASR and GPIAS testing. These 
negative findings nevertheless have important implications for PPI and GPIAS 
testing, and for the mechanisms of tinnitus and hyperacusis. 

INTRODUCTION 

Loud noise exposure can destroy cochlear outer and inner hair cells (OHCs and IHCs) and 
nerve fibers (ANFs), resulting in permanent hearing loss, typically at higher sound 
frequencies (Kujawa and Liberman, 2015). This can trigger a number of changes, some 
maladaptive, at various levels of the central auditory system. For example, the high-
frequency area of primary auditory cortex (A1), when deprived of cochlear input, becomes 
more active spontaneously, and responds more strongly to input from the better-preserved 
mid-frequency turn of the cochlea, which becomes over-represented in A1 (Eggermont, 
2017). Although this can enhance aspects of hearing at the over-represented frequencies, it 
could also lead to tinnitus – phantom ringing or hissing perceived as originating in the ears 
or head (Eggermont, 2012), and to hyperacusis – a reduced tolerance of moderate to loud 
sounds (Tyler et al., 2014; Pienkowski et al., 2014). 
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Spontaneous central hyperactivity has been linked with behavioral evidence of tinnitus 
in animals with permanent noise-induced hearing loss (Kaltenbach et al., 2004; 
Engineer et al., 2011; Li et al., 2013; Ropp et al., 2014; Coomber et al., 2014; Basura 
et al., 2015; Longenecker and Galazyuk, 2016; Wu et al., 2016; Sturm et al., 2017), and 
with temporary hearing loss induced by salicylate (Eggermont and Kenmochi, 1998). 
Likewise, sound-evoked central hyperactivity has been linked with animal models of 
hyperacusis after noise trauma (Sun et al., 2012; Chen et al., 2013; Hickox and 
Liberman, 2014), salicylate injection (Turner and Parish, 2008; Sun et al., 2009), and 
hereditary progressive hearing loss (Carlson and Willott, 1996; Ison et al., 2007; Xiong 
et al., 2017). Still, aspects of these animal data are puzzling (see Discussion), and 
evidence from human brain imaging studies linking spontaneous central hyperactivity 
with tinnitus (Elgoyhen et al., 2015), and sound-evoked hyperactivity with hyperacusis 
(Gu et al., 2010), remains more preliminary. 

Regional increases in A1 spontaneous and sound-evoked activity are also observed after 
long-term exposure to non-damaging levels of noise (Pienkowski and Eggermont, 
2011). In a series of studies on adult cats exposed to various tone pip ensembles and 
noise bands at ~70 dB SPL for weeks to months at a time, it was shown that A1 re-
sponses were strongly suppressed at frequencies within the exposure band (particularly 
at its edges), but were generally enhanced at frequencies above and/or below the expo-
sure band (Pienkowski and Eggermont, 2009; 2010a; 2010b; Pienkowski et al., 2011; 
2013; note: the seminal study by Noreña et al., 2006, used an exposure of ~80 dB SPL). 
We attributed the suppression to a homeostatic reduction in central gains in response to 
the persistent sound stimulus, and the enhancement to decreased lateral inhibition from 
the suppressed region (Pienkowski and Eggermont, 2012). These changes slowly 
reversed (also over weeks or months) after the end of the exposure (Pienkowski and 
Eggermont, 2009; 2010a; 2010b). Interestingly, the spontaneous hyperactivity was 
generally seen in the enhanced regions of A1 (Noreña et al., 2006; Pienkowski and 
Eggermont, 2009; 2010b; Munguia et al., 2013), not in the deprived region as is the 
case with permanent hearing loss (Eggermont, 2017). Given these data, we wondered 
whether long-term exposure to non-damaging noise could lead to hyperacusis or 
tinnitus. Specifically, we hypothesized that, post-exposure, frequencies within the noise 
band should for some time be perceived as softer than before (hypoacusis), whereas 
frequencies outside of the noise band might be perceived as louder than before 
(hyperacusis), and might even be internalized as tinnitus. 

To investigate this possibility, adult CBA/Ca mice were exposed for >2 months to 8–
16 kHz bandpass noise at ~70 dB SPL, and tested for hypo/hyperacusis and tinnitus 
using prepulse inhibition (PPI) of the acoustic startle reflex (ASR), and gap-PPI of the 
ASR (GPIAS), respectively. Auditory brainstem responses (ABRs) and distortion 
product otoacoustic emissions (DPOAEs) were used to show that the 70 dB SPL 
exposure was indeed non-damaging, whereas the same stimulus at 75 dB SPL appeared 
to cause cochlear synaptopathy. Contrary to hypothesis, long-term exposure to non-
damaging noise had no significant effect on PPI ASR and GPIAS testing. As will be 
discussed, these negative findings nevertheless have important implications for PPI and 
GPIAS testing, and for the mechanisms of tinnitus and hyperacusis. 
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METHODS 

Animals and noise exposure 

This work was approved by the Institutional Animal Care and Use Committee of Salus 
University. Nine normal-hearing male CBA/Ca mice (Jackson Laboratories) served as 
subjects in the main experiment, and were exposed bilaterally for 2 months continuously 
to sharply-filtered 8–16 kHz noise at ~70 dB SPL, beginning at about 3 months of age. 
Six mice served as unexposed controls, and another six were exposed to the same 8–16 
kHz noise at ~75 dB SPL. The noise was synthesized in Adobe Audition, and played 
out by a free-field loudspeaker (Tucker Davis Technologies [TDT], Model MF1), which 
was mounted just above the cages housing the mice. All mice were kept on a 12-h 
light/dark schedule (light 8 am–8 pm) and were given free access to food and water. 
There were no signs of long-term distress in any of the noise-exposed mice. 

Assessment of loudness perception and tinnitus using the acoustic startle reflex 

The ASR is a protective reflex elicited by an intense sound (Koch, 1999). In mice, it 
involves a whole-body flinch and jump, the force of which was measured using a motion-
sensitive platform in an anechoic foam-lined, sound-attenuating startle chamber (San Diego 
Instruments, SR-LAB). ASR amplitudes can be reduced by preceding the intense, startling 
sound with a less-intense, non-startling “prepulse”, known as prepulse inhibition (PPI) of 
the ASR. The degree of ASR reduction, termed the magnitude of the PPI, is related to the 
behavioral salience of the prepulse. For example, the greater the perceived loudness of the 
prepulse, the greater the magnitude of the PPI (e.g., Carlson and Willott, 1996). Thus, an 
estimate of the rodent’s loudness function (i.e., perceived loudness vs. sound intensity) can 
be obtained by measuring the magnitude of the PPI as a function of the prepulse intensity, 
at a given prepulse frequency. The GPIAS variant of PPI (Galazyuk and Hébert, 2015) 
substitutes a silent gap in a narrowband noise (NBN) background for the tone prepulse. It 
is believed that a ringing tinnitus with a similar pitch to the NBN background reduces the 
salience of the gap, decreasing the magnitude of the PPI. Figure 1 illustrates these ideas, 
including the stimulus parameters used in the present study. For PPI and GPIAS testing, 
startle stimuli were 20-ms bursts of broadband noise (BBN) at 105 dB SPL. Tone prepulses 
were also 20 ms long (including 1 ms on/off cos2 ramps), preceded the startle noise by 100 
ms (onset-to-onset), and were presented at 50 or 70 dB SPL. For GPIAS testing, silent gaps 
20 or 50 ms long were embedded in 1/3-octave NBN at 65 dB SPL, and also preceded the 
startle burst by 100 ms. These sound stimuli were synthesized using Adobe Audition, and 
played out by a HiVi Isodynamic Tweeter (Model RT2C-A). Stimulus levels were cali-
brated with a 1/4 inch ACO Pacific microphone (Model 7017) placed inside the startle chamber. 

Figure 2A shows the experiment timeline, and Fig. 2B a block diagram of a single startle 
session. Each session consisted of 362 startle trials with an average inter-startle interval 
of 5 s (range 3–7 s), for a total session time of ~30 min. GPIAS testing was conducted at 
NBN frequencies of 6, 8, 11, 16, 23 and 32 kHz, and in BBN. PPI testing was conducted 
using tone prepulses at frequencies of 4, 6, 8, 11, 16, 23 and 32 kHz. Each gap-in-noise 
or prepulse frequency was presented in a block of 21 trials in pseudorandom order, with 
7 startle-only trials, and 7 trials each for 20 and 50-ms gaps, or for 50 and 70 dB SPL 
prepulses. The ratio of the ASR amplitude with a gap or a prepulse to that without a gap 
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Fig. 1: Schematic diagrams of PPI ASR (top) and GPIAS (bottom), including 
the stimulus parameters used in the present study. Also shown are hypothetical 
PPI functions in animals with hypo- and hyperacusis (top-right), and hypothetical 
GPIAS results that are positive for tinnitus at 16 kHz (bottom-right). 

 
or prepulse was calculated for each block, and constituted the “raw data” for the session. 
In addition, 3 blocks of “I/O functions” were run, in which startle-only amplitudes were 
measured in response to 20 ms-long tones (including 1 ms on/off ramps) at 4, 6, 8, 11, 16 
and 23 kHz, and to BBN, at both 85 and 105 dB SPL. Finally, one block of startle-only 
trials to 105 dB SPL BBN was measured at the beginning and end of the session to track 
within-session adaptation of the startle response. Each mouse completed many such 
sessions (see below), with the order of the GPIAS and PPI blocks interchanged and 
randomized between sessions to offset adaptation effects. All sessions were conducted 
during the day, but in darkness, with the lights off inside the startle box. 

Prior to the first ASR test session, the 9 mice were gradually acclimated to the startle 
chamber and test stimuli over a period of 2 weeks. Each mouse was then tested during 12 
sessions, as described above, and the final results were averaged across sessions. Each 
mouse was limited to one session per day, and completed the 12 sessions over a period of 
3–4 weeks. This was followed by the 2 month noise exposure, and then another 3–4 weeks 
of ASR testing after a short startle re-acclimation period. During this post-exposure ASR 
testing, the noise stimulus was left on for 12 h each night (8 pm–8 am). The mice were 
tested in random order during the day, but no earlier than 10am, 2 h after noise offset for 
the day. Maintaining the noise exposure at night eliminated the potential confound on 
post-exposure testing of the gradual reversal of noise-induced changes after the cessation 
of exposure (Pienkowski and Eggermont, 2009; 2010a; 2010b). 

Startle response analysis was automated using custom software written in Mathematica. 
Reliable responses were identified using a template-matching algorithm similar to that 
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Fig. 2: A. Experiment timeline. B. Block diagram of a single startle session. 
See Methods for a detailed description. 

 
described by Grimsley et al. (2015). Thousands of startle trials were checked by eye and 
the performance of the algorithm was found to be excellent. Startle amplitude was taken as 
the largest peak in each trace. Individual mouse and group-averaged ASR results were 
compared pre- and post-exposure using two-way ANOVAs with post-hoc Bonferroni tests. 

DPOAE and ABR recording 

DPOAEs and ABRs were measured from the left ears and mastoid areas 2 weeks following 
the completion of post-exposure (or control) ASR sessions. Mice were anesthetized with a 
mixture of 50 mg/kg ketamine and 10 mg/kg xylazine, injected intraperitoneally, and were 
topped up with half doses of this mixture as needed to maintain a state of areflexia. They 
were placed on a homeothermic blanket which kept their body temperature at 36.5°C, inside 
a single-walled sound-attenuating chamber (ETS-Lindgren). Following the completion of 
DPOAE and ABR testing, extracellular recordings were attempted from A1, after which 
the mice were sacrificed. However, the cortical data are too preliminary to report here. 

ABRs were always recorded first. Stimuli were tone bursts at 4, 6, 8, 11, 16, 23 and 32 kHz, 
and were 3 ms in duration including 1-ms cos2 on and off ramps. Stimuli were synthesized 
using TDT software (SigGen), and played out by a TDT MF1 speaker coupled to the 
animal’s left ear canal with a 10 cm tube and sealed probe. Sound levels were calibrated 
with the probe coupled to a 1/4 inch microphone (ACO Pacific, 7017) with an additional 7 
mm-long plastic tube, intended to approximate the length of the mouse ear canal. Stimuli 
were presented at 10–90 dB SPL at each frequency, in 10 dB steps, with 512 repetitions per 
level and a presentation rate of 21.1 /s. The ABR was recorded differentially between the 
left mastoid area and vertex (ground electrode in the nape of the neck) using subdermal 
needle electrodes (Rochester Electro-Medical, Inc., Model S83018-R9). Potentials were 
amplified, digitized, and filtered between 100 and 3,000 Hz under the control of TDT 
software (BioSig). At low stimulus levels, measurements were repeated twice, and ABR 
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threshold was defined as the lowest SPL that yielded a reproducible ABR, minus 5 dB (half 
step size). Peak-to-trough amplitudes were then determined for mouse ABR waves 1–4 at 
all supra-threshold SPLs, if the wave was distinct. 

Following ABR recording, DPOAEs were measured from the left ear using an OAE probe 
coupled to a pair of TDT MF1 speakers and to an Etymotic Research microphone (ER-
10B+). Stimuli were synthesized using TDT software (SigGen). The frequency of the 
higher primary tone (f2) was again set to 4, 6, 8, 11, 16, 23 or 32 kHz, and the frequency of 
the lower primary tone (f1) was given by f1 = f2/1.2. Levels of f1 (L1) ranged from 20 to 80 
dB SPL in 10 dB steps, with L2 = L1 – 10 dB. DPOAEs at frequency 2f1–f2 were amplified 
and digitized under the control of TDT software (BioSig). DPOAE amplitudes are reported 
in units of dB V, and DPOAE threshold was defined as the lowest level of L1 (again minus 
the step size of 5 dB) at which the DPOAE amplitude was above the 99% confidence inter-
val for the microphone noise floor, averaged across the six frequency bins adjacent to 2f1–f2. 

RESULTS 

ABRs and DPOAEs 

Nine normal-hearing adult male CBA/Ca mice were exposed 24 h/day for 2 months and 
then 12 h/day for 1 month to sharply-filtered 8–16 kHz noise at 70 dB SPL. ABRs and 
DPOAEs were measured 2 weeks after the end of the 3 month exposure. They were 
compared to measurements made at the same age in six unexposed control mice, and in 
another six mice which were exposed to the same 8–16 kHz noise at 75 dB SPL. Group-
averaged ABR results are shown in Fig. 3A (± 1 SE or standard error). There were no 
significant differences in ABR thresholds between the three groups (p=0.56 for the main 
effect of group across frequency; two-way ANOVA). ABR wave 1 input-output functions 
were not affected after exposure to 70 dB SPL noise, but were significantly reduced after 
exposure to 75 dB SPL at frequencies of 8 (p=0.031), 11 (p=0.004), and 16 kHz (p=0.007) 
(i.e., only at frequencies within the noise band; all other frequencies were p>0.05 as 
indicated). These p-values reflect the main effect of group across ABR stimulus level (two-
way ANOVA), and were not corrected for multiple comparisons at the various stimulus 
SPLs. Note that none of the differences at individual stimulus SPLs were significant at the 
p=0.05 level after post-hoc Bonferroni correction, only the main effects. Importantly, no 
significant differences were found between groups in the amplitudes of ABR waves 2–4 
(data not shown). Also, there were no significant differences between groups in DPOAE 
thresholds and DPOAE input-output functions at any primary tone frequency (Fig. 3B). As 
will be discussed, these results are consistent with mild noise-induced “hidden hearing loss” 
or cochlear synaptopathy (Kujawa and Liberman, 2015) following exposure at 75 dB SPL, 
but no noise-induced cochlear damage following exposure at 70 dB SPL. 

PPI ASR 

ASR results are compared pre- and post-exposure for the 9 mice exposed to 8–16 kHz 
noise at the non-damaging level of 70 dB SPL. It was hypothesized that this exposure 
would cause sound frequencies within the noise band to be perceived as softer than 
before (hypoacusis), whereas frequencies above and/or below the noise band would be 
perceived as louder than before (hyperacusis). 
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Fig. 3: A. ABR audiograms, and wave 1 growth functions at different 
stimulus frequencies, for unexposed control mice, and for mice exposed for 3 
months to 8–16 kHz noise at 70 dB SPL and 75 dB SPL. Error bars show ±1 
SE. B. As 3A but showing DPOAE audiograms and growth functions at 
different stimulus frequencies, for unexposed and exposed mice. 

 
Figure 4A shows group-averaged ASR amplitudes (± 1 SE) in response to BBN and tonal 
startle stimuli presented at 85 dB SPL (black traces) and 105 dB SPL (grey traces). There 
were no significant differences pre- vs. post-exposure at any startle frequency or level 
(p>0.05, as indicated, for the main effect of group across frequency; separate two-way 
ANOVAs were run at each SPL). Group-averaged PPI results (± 1 SE) are shown in Fig. 
4B, for prepulse levels of 50 dB SPL (black traces) and 70 dB SPL (grey traces). Note that 
the PPI effect was highly significant (p<<0.05) at the group level for all prepulse 
frequencies and SPLs (i.e., ASR amplitude ratios with vs. without prepulse are all <<1). 
However, again there were no significant differences post-exposure (p>0.05, as indicated). 
Individual animal results (not shown) also do not support the hypothesis that at least some 
of the mice may have developed frequency-specific hypo- or hyperacusis post-exposure. 

GPIAS 

GPIAS results are also reported pre- and post-exposure for the 9 mice exposed to 8–16 
kHz noise at the non-damaging level of 70 dB SPL. Figure 5 shows group-averaged 
ASR amplitude ratios (± 1 SE) with and without 20-ms (black traces) and 50-ms (grey 
traces) silent gaps embedded in 1/3-octave NBN at a range of frequencies, and in BBN. 
As will be discussed further, GPIAS testing was performed using both 50 ms and 20 ms 
gaps because previous auditory cortical ablation studies have suggested that cortex is 
not essential for GPIAS with gaps of 50 ms or longer, but is required at gap durations 
of <30 ms (Ison et al., 1991; Bowen et al., 2003; Weible et al., 2014). However, there 
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Fig. 4: A. Group-averaged ASR amplitudes (± 1 SE) in response to BBN and 
tonal startle stimuli presented at 85 dB SPL (black traces) and 105 dB SPL 
(grey traces), pre- and post-exposure. The average startle system noise floor 
is drawn in. B. Group-averaged PPI results (± 1 SE) for prepulse levels of 50 
dB SPL (black traces) and 70 dB SPL (grey traces). 

 
Fig. 5: Group-averaged GPIAS 
results (± 1 SE) for gap durations of 
20 ms (black traces) and 50 ms 
(grey traces). 

 
 
 

 

 
 

were no significant differences post-exposure with either 50 or 20-ms gaps, despite the 
fact that the GPIAS effect itself was highly significant (p<<0.05) at the group level for 
both gap durations in all NBN backgrounds (i.e., ASR amplitude ratios with vs. without 
gap are all <<1). Again, individual animal results (not shown) do not support the idea 
that at least some of the mice may have developed tinnitus post-exposure. 

DISCUSSION 

Effects of exposure to moderately loud noise on the auditory periphery 

There was evidence of cochlear synaptopathy in CBA/Ca mice following a 3-month 
exposure in adulthood to 8–16 kHz noise at 75 dB SPL, but not at 70 dB SPL. ABR wave 
1 amplitudes at suprathreshold SPLs were significantly reduced 2 weeks after the end of the 
75 dB SPL exposure, and this was specific to stimuli at 8, 11 and 16 kHz (i.e., frequencies 
within the exposure band; Fig. 5A), while DPOAEs were not affected at any stimulus 
frequency (Fig. 5B), nor were ABR wave 2–4 amplitudes (data not shown). This pattern of 
damage differs to some extent from that observed following shorter exposures to louder 
noise. A study by Fernandez et al. (2015) compared the effects on CBA/Ca mice of 2 hour 
exposures to 8–16 kHz noise at 100 and 91 dB SPL. By 2 weeks post-exposure, DPOAEs 
had returned to pre-exposure baselines in both cases, while ABR wave 1 amplitudes were 
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reduced (indicative of synaptopathy) only after the louder, 100 dB SPL exposure. However, 
the pattern of DPOAE and ABR temporary threshold shifts (TTS), measured at 1 day post-
exposure, was instructive: After the 100 dB exposure, maximum TTS was observed at the 
highest frequencies tested, >30 kHz, but after the 91 dB exposure, maximum TTS deve-
loped at around 20 kHz, only slightly above the 8–16 kHz exposure band (Fernandez et al., 
2015). These results can likely be explained by the greater “spread of excitation” to more 
basal regions of the cochlea at higher exposure levels. At the more moderate level of 75 dB 
SPL (present study), this spread of excitation is small, and the damage appears to be limited 
to the cochlear region mapped to the exposure band. Maison et al. (2013) exposed CBA/Ca 
mice to 8–16 kHz noise at 84 dB SPL for 1 week, and found reduced ABR wave 1 ampli-
tudes and IHC synapse counts 1 week post-exposure; as in the present study, the reduction 
was greatest at 8–16 kHz, although some reduction was also seen above the exposure band. 

The present study appears to be the first to suggest that cochlear synaptopathy can occur 
after prolonged exposure to noise at levels as low as 75 dB SPL. At least in CBA/Ca mice, 
this is close to the threshold for a damaging exposure, as mice exposed to 70 dB SPL did 
not show any ABR-based evidence of synaptopathy. A recent opinion piece argued that 
humans are less susceptible than rodents to TTS and by extension to cochlear synaptopathy, 
and that the bandpass exposures used in the animal studies are not representative of real-
world noise (Dobie and Humes, 2017). While these are fair points, the present data suggest 
that long-term exposure at currently permissible occupational levels (e.g., 85 dB A for 8 
h/day; NIOSH, 1998; OSHA, 2002) may not in fact be safe for the ear. 

Effects of exposure to moderately loud noise on the central auditory system 

Preliminary data, not presented here, suggest similar noise-induced changes in mouse A1 
to those reported previously in cats. These changes are also likely exhibited at the level of 
the thalamic medial geniculate body (MGB), as inferred from cortically-recorded local field 
potentials (Pienkowski and Eggermont, 2011). Lau et al. (2015) performed whole brain 
functional magnetic resonance imaging following long-term BBN exposure of adult rats at 
65 dB SPL, and found reduced noise-evoked activation of A1 and MGB, but no change in 
the inferior colliculus (IC) and lower brainstem. Thus, it seems that the effects of non-
damaging noise are mostly limited to the thalamocortex, while the effects of damaging 
noise are already prominent at the level of the IC and lower brainstem (Eggermont, 2017). 

Negative PPI ASR and GPIAS findings after exposure to non-damaging noise 

There were no significant exposure-induced changes in ASR amplitudes measured in 
response to tones and BBN at 85 and 105 dB SPL (Fig. 4A), and no changes in ASR 
amplitude ratios with and without tone prepulses at 50 and 70 dB SPL (Fig. 4B), and with 
and without 20 and 50-ms silent gaps embedded in NBN and BBN backgrounds (Fig. 5). 
Thus, there was no evidence of hypo/hyperacusis or tinnitus, as assessed by the ASR, in 
mice exposed to non-damaging noise. 

A possible reason for why hypo/hyperacusis was not detected in the present study is that 
exposure to moderately loud noise causes changes mainly at the thalamocortical level (see 
above), whereas PPI of the ASR appears sensitive to changes mainly at the (pre-attentive) 
brainstem level, as suggested by previous studies on decerebrate rats (Davis and 
Gendelman, 1977; Fox, 1979; Li and Frost, 2000). Thus, PPI of the ASR should not be used 
to study the behavioral correlates of neural changes that are observed mainly at the 
thalamocortical but not at the brainstem level. 
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This caveat does not necessarily apply to the GPIAS form of PPI, which at present is widely 
adopted for tinnitus screening in rodents. In the present study, GPIAS testing was performed 
using both 50 and 20 ms gaps, as previous work has suggested that auditory cortex is not 
essential for GPIAS with gap durations of 50 ms or longer, but is required for gaps less than 
~30 ms (Ison et al., 1991; Bowen et al., 2003; Weible et al., 2014). Nevertheless, results 
here were negative for both gap durations, implying that moderately noise-exposed mice 
did not develop tinnitus, at least as assessed by GPIAS, in spite of our previous work 
showing that adult cats exhibited noise-induced regional increases in A1 spontaneous 
activity. If GPIAS screening for tinnitus can indeed be trusted (see below), the negative 
findings suggest that auditory cortical hyperactivity is not sufficient to cause tinnitus. 

Recent studies on rats (Ropp et al., 2014), guinea pigs (Coomber et al., 2014), and mice 
(Longenecker and Galazyuk, 2016) found increased spontaneous firing rates (SFRs) in the 
IC of all noise-exposed animals, including those testing negative for tinnitus using GPIAS. 
Interestingly, Hickox and Liberman (2014) also failed to find GPIAS-based evidence of 
tinnitus in CBA/Ca mice after a damaging noise dose (8–16 kHz at 100 dB SPL for 2 h). 
This is especially surprising in light of more recent data showing that the 100 dB SPL noise 
dose increased IC SFRs by an even greater margin than the same noise at 105 dB SPL, 
which of course caused more damage to the cochlea (Hesse et al., 2016). 

Several studies have reported evidence of cochlear damage in people with tinnitus and clini-
cally normal audiograms (Weisz et al., 2006; Schaette and McAlpine, 2011; Gu et al., 2012; 
Paul et al., 2017), who comprise about 10% of all tinnitus cases. A large study of Danish 
workers reported that the prevalence of tinnitus increased with occupational noise exposure 
level and duration in workers with hearing loss, but was not associated with the noise dose 
in workers with clinically normal hearing (Rubak et al., 2008). On the other hand, Guest et 
al. (2017) found a link between tinnitus and noise exposure history in young adults with 
normal audiograms, but no evidence of synaptopathy or other cochlear damage. Thus, it 
remains possible that despite the negative GPIAS results reported here, tinnitus could be 
induced by prolonged exposure to non-damaging noise even in the absence of hearing loss. 
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Stimulus-specific adaptation (SSA) is a special type of adaptation that allows 
neurons to cease responding only to repetitive, background stimuli, while 
preserving its responsiveness for other, new upcoming deviant stimuli. It 
emerges subcortically in non-lemniscal neurons of the inferior colliculi, 
propagating and evolving throughout the auditory pathway, until reaching its 
uppermost manifestation in the non-lemniscal areas of the auditory cortex. In 
this review, we will discuss the fundamental role of the non-lemniscal 
pathway in the generation of SSA, which is usually disregarded in cortical 
SSA research, despite being a major anatomical source of the mismatch 
negativity (MMN).  

INTRODUCTION 

Stimulus-specific adaptation (SSA) was firstly found in the auditory system by 
Ulanovsky and colleagues (2003) using mostly multi-unit activity recordings in the 
cat. In this pioneering study, they proposed that SSA in the primary areas of the 
auditory cortex (A1) could be the neuronal correlate of the mismatch negativity 
(MMN), an scalp-recorded evoked potential elicited by rare events that has 
demonstrated being a great tool for neurocognitive research (Näätänen et al., 2007), 
with potential clinical applications (Näätänen et al., 2012). They also assumed that 
SSA had to be a purely cortical activity, like the MMN, since their original recordings 
in the auditory thalamus failed to show SSA. However, these inceptive suppositions 
were later proven to be incomplete, inasmuch as (1) there were some notable 
discrepancies between the dynamics and sources of the MMN and the SSA recorded 
in A1, and (2) there was SSA being generated subcortically, actually as early as at the 
midbrain level. Both limitations could be accounted for by the same missing aspect: 
the fundamental role of the non-lemniscal auditory pathway in the generation of SSA, 
as we will discuss in the following. With the exception of two classical papers (Irvine 
and Huebner, 1979; Schreiner and Cynader, 1984), the role of non-lemniscal auditory 
cortex in adaptation still remains somewhat overlooked as of date, with very few SSA 
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studies going beyond A1 (Nieto-Diego and Malmierca, 2016; Parras et al., 2017). In 
this review, we will illustrate the tight relation between SSA emergence and the non-
lemniscal auditory pathway in order to stimulate its inclusion in future SSA research. 

SSA AS A HIGHER-ORDER TYPE OF ADAPTATION 

Adaptation is an omnipresent property of neurons in the auditory system. It allows 
neurons to stop responding to redundant stimulation, thus exerting a protective role 
by avoiding an overload of the processing systems (Megela and Teyler, 1979). Most 
types of adaptation can be understood as rather basic physiological mechanisms, 
governed by activity-dependent cellular properties operating at the level of the 
neuron’s output (Gutfreund, 2012; Pérez-González & Malmierca, 2014). SSA defines 
a higher level type of adaptation, depending more on the history of stimulation of the 
neuron rather than on its intrinsic properties (Ulanovsky et al., 2004; 2003). Neurons 
showing SSA are able to adapt to frequently occurring stimuli (standards) selectively, 
while strongly resuming their firing whenever a rare stimulus (deviant) appears into 
the scene (Nelken, 2014). In other words, what makes SSA a unique kind of adaptation 
is that it is based on the input of the neuron, rather than its output, hence constituting 
an integrative endeavour observable at cellular level. An endeavour that must be 
critical for survival. With every repetition, a standard stimulus loses informative 
power. By selectively diminishing the resources devoted to process these standard 
sounds and dampening its perceptual representation, more resources are available for 
those novel sounds that are potentially more informative (Malmierca et al., 2015). 
Consequently, deviant stimuli are automatically more salient and perceptually 
advantaged, giving rise to psychophysical effects such as attention capture (Tiitinen 
et al., 1994) or pop-outs (Diliberto et al., 2000), and it could be even at the base of the 
assembling of perceptual objects (Nelken, 2004). 

THE NON-LEMNISCAL PATHWAY PERFORMS A HIGHER-ORDER 
TYPE OF SENSORY PROCESSING 

Auditory information is transmitted along a series of several nuclei organised in a 
hierarchical manner, where different auditory features are progressively extracted at 
each level. Along the auditory neuraxis, two parallel pathways can be distinguished 
marking each station they cross with structural and functional characteristic features. 
Almost half a century ago, Ann Graybiel (1973) coined and defined the so-called 
“lemniscal line system” and  “lemniscal adjunct system” as general categorisation of 
sensory conduction routes referred to the lemniscus. Since then, the distinction 
between “lemniscal” (also referred as “core” or “primary”) and “non-lemniscal” (also 
referred as “belt” or “nonprimary”) pathways have been widely used in auditory 
research (Hu, 2003; Jones, 2003; Lee and Winer, 2008). Making this simple 
distinction, we can easily classify and understand the role of the multiple subdivisions 
present in the inferior colliculus (IC), the medial geniculate body of the thalamus 
(MGB) and the auditory cortex (AC; Fig. 1). 

The lemniscal pathway represents a core of neurons in every auditory nucleus that 
tend to be sharply tuned and organised in rather clear tonotopic fashion made of 
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Fig. 1: Schematic diagram of the auditory pathway, showing the major 
stations and projections that constitute the lemniscal and non-lemniscal 
pathways. Note that divisions in subcortical nuclei are well preserved across 
species, while AC fields vary markedly (Malmierca, 2003; Malmierca and 
Hackett, 2010). Adapted from Malmierca et al. (2015). 

97



 
 
 
Guillermo V. Carbajal and Manuel S. Malmierca 
 

 

anatomical laminae or bands. The majority of the neurons in each band project to their 
homologous band in the next station of the lemniscal pathway (Malmierca et al., 
2015). In addition to the precise tuning of their frequency-response areas (FRA; Fig. 
2A), lemniscal neurons also show in general a better consistency in their response to 
the sound, including shorter latencies, greater firing rates, more overall spikes fired 
per stimulus and higher spontaneous activity than their non-lemniscal counterparts 
(Malmierca et al., 2015). In other words, the response of these very tonographically 
organised neurons is fundamentally driven by the physical features of the sound, 
receiving mostly ascending inputs from lower lemniscal stations in the auditory 
neuraxis. Because of these characteristics, lemniscal divisions are considered to be 
part of a first-order stage of processing, forming a primary system more engaged in 
building up an accurate perceptual representation of the stimulus, disregarding its 
context or other abstract relations between sounds. The rat lemniscal pathway consists 
of the central nucleus of the IC (CNIC), the ventral division of the MGB (MGV), and 
the primary auditory cortex which includes the A1 field, the anterior auditory field 
(AAF) and the ventral auditory field (VAF) of the AC. 

Parallel to the lemniscal pathway, another system referred to as the non-lemniscal 
pathway lies in which any trace of tonotopical distribution is at its best diffuse. The 
non-lemniscal pathway constitutes a belt of broadly-tuned neurons that gets inputs 
from the lemniscal core they are wrapping, and from other non-lemniscal stations: 
Subcortical non-lemniscal neurons send ascending projections to the next non-
lemniscal station (Loftus et al., 2008) while cortical neurons from belt areas send 
descending projections mostly (albeit not exclusively) to the non-lemniscal divisions 
of the MGB and the IC (Fig. 1) (Malmierca and Ryugo, 2011). The fact that non-
lemniscal neurons shape this loop-like connectivity network with heavy cortical 
modulation, in addition to their comparatively longer response latencies, the 
broadness of their FRAs (Fig. 2B) and their adjunct anatomical position relative to the 
lemniscal stream, strongly indicates that they must exert an integrative function in the 
auditory system. Consequently, non-lemniscal divisions are part of a higher order 
stage of processing, constituting a secondary system capable of processing more 
complex aspects of the auditory scene analysis and tracking the history of stimulation, 
as required to account for the generation of SSA. The rat non-lemniscal pathway 
includes the rostral (RCIC), lateral (LCIC) and dorsal (DCIC) cortices of the IC, the 
dorsal (MGD) and medial (MGM) divisions of the MGB, and the suprarhinal auditory 
field (SRAF) and the posterior auditory field (PAF) of the AC. 

SSA FIRSTLY EMERGES IN THE SUBCORTICAL NON-LEMNISCAL 
PATHWAY 

As mentioned previously, Ulanovsky et al. (2003) initially suggested a cortical origin 
of SSA, since in their original work they could not find any signs of SSA in the 
auditory thalamus, most probably because they recorded very few neurons, most 
likely from the ventral (lemniscal) division of the MGB (although no details of the 
anatomical location of the recordings are given in their study). But this exclusively 
cortical nature of SSA was soon revisited and conceptualized after the discovery of 
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SSA in the IC (Ayala et al., 2015; Ayala & Malmierca, 2015, 2017; Duque & 
Malmierca, 2015; Duque et al., 2012, 2016; Malmierca et al., 2009; Parras et al., 
2017; Patel et al., 2012; Pérez-González et al., 2005, 2012; Pérez-González & 
Malmierca, 2012; Valdés-Baizabal et al., 2017; Zhao et al., 2011) and in the MGB 
(Anderson & Malmierca, 2013; Anderson et al., 2009; Antunes & Malmierca, 2014; 
Antunes et al., 2010; Duque et al., 2014; Parras et al., 2017). Significant and strong 
SSA appeared in the IC cortices, the MGD and intensely in the MGM, so sharply 
distributed exclusively in the non-lemniscal stations that the mere measurement of 
population SSA in a subcortical nucleus could provide enough evidence to distinguish 
between the lemniscal and non-lemniscal divisions of it. 

The corticocentric interpretation of SSA was not completely dismissed after proving 
the existence of SSA in subcortical stations, probably due to the already strong 
established connection between SSA and MMN. It was suggested then that subcortical 
SSA might be “imposed” by the cortex (Nelken and Ulanovsky, 2007) given the 
massive corticocolicular projections that the IC cortices receive, and the impressively 
dense corticothalamic projections, that outmatch the thalamocortical output by a 
factor of ten (Malmierca et al., 2015). Descending projections must necessarily exert 
at least a considerable modulatory function, but the prime source of SSA cannot be 
pinned down just by investigating connectivity. In order to address this question, 
studies of reversible deactivation of the AC using a cooling technique were conducted 
while recording the MGB (Antunes and Malmierca, 2011) and the IC (Anderson and 
Malmierca, 2013). The general results demonstrated that indeed the AC clearly 
modulated the firing rate of the non-lemniscal neurons in a gain-control manner 
(Malmierca et al., 2015; Pérez-González et al., 2012), helping to increase the contrast 
between standard and deviant stimuli by affecting the discharge rate to both 
proportionally (Ayala et al., 2016; Duque et al., 2015; Pérez-González et al., 2012).  

Nevertheless, the overall subcortical SSA levels and dynamics were mostly unaffected 
by cortical deactivation, with only about half of the adapting IC neurons and almost 
none in the MGB showing some change in their SSA sensitivity. In light of these 
results, it would be more plausible that SSA in A1 were actually inherited from 
subcortical non-lemniscal structures than viceversa. Although the possibility of SSA 
being generated de novo at the intrinsic microcircuitry of each station cannot be ruled 
out, it is reasonable to suggest that SSA must be a detection property that firstly 
emerges in the non-lemniscal IC, given that SSA has not being detected earlier in the 
auditory pathway (Ayala and Malmierca, 2013; Ayala et al., 2013). From the IC 
cortices, SSA is transmitted downstream through the non-lemniscal subcortical 
pathway towards the cortex, where AC neurons work in complex integration of 
stimulus properties across multiple time scales and are less specialized for feature 
detection (Nelken, 2004), including the feature of novelty.  

SSA IN NON-LEMNISCAL CORTICAL AREAS CAN BETTER ACCOUNT 
FOR THE GENERATION OF THE MMN 

Despite the initial general acceptance of SSA as being the best candidate for the 
neuronal generator of MMN, there was still a time breach between the relatively long 
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Fig. 2: Distribution of SSA along the rat auditory neuraxis. In the first row of 
each block, lemniscal (A) and non-lemniscal (B) subdivisions of the main 
post-lemniscus auditory nuclei are shaded indicating the strength of the 
population SSA present in it. In the second row, the FRA of a representative 
neuron of that subdivision is displayed, followed below (third row) by the 
corresponding responses of that neuron to a certain tone when presented in 
conditions of high probability (standard) or low probability (deviant). 
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peak latencies of the MMN and the swift cortical SSA reported in Ulanovsky et al. 
(2003), which sees it maximum rather close to the stimulus onset. Most importantly, 
the anatomical location of the reported SSA did not fit well with the topography of 
the change-detection MMN either, whose alleged generators are pinned down in the 
region of the secondary auditory cortex in humans (Alho, 1995), cats (Pincze et al., 
2001) and rats (Shiramatsu et al., 2013). In spite of these considerable limitations, 
most of SSA research conducted in AC as of date is confined to A1. 

Only in two recent studies (Nieto-Diego and Malmierca, 2016; Parras et al., 2017), 
the lack of detailed studies on SSA beyond A1 is finally addressed by thoroughly 
recording of single-unit, multi-unit activity and local-field potentials in each of the 
auditory cortical fields of the rat. Besides confirming SSA presence in lemniscal AC, 
evidence provided demonstrates that SSA is even more robust in non-lemniscal AC 
fields. SSA properties differ substantially between lemniscal (primary) and non-
lemniscal (nonprimary) fields. Cortical SSA distribution creates a topographic 
gradient that segregates the highest SSA levels to non-lemniscal fields in a sharp 
fashion, remarkably paralleling SSA subcortical organisation. Thereby, the continuity 
of the lemniscal and non-lemniscal pathways in the cortex is reflected by SSA 
distribution. Within non-lemniscal fields, SSA is much stronger and develops faster 
due to the more intense suppression and longer delay it produces on the responses to 
standard stimuli, which is not rare to find utterly obliterated. Levels of SSA within 
non-lemniscal regions are much higher around the beginning of the response than in 
the lemniscal ones, remaining strong up to 200 ms after the stimulus onset (Fig. 3A). 
Therefore, it can be argued that the non-lemniscal cortical regions are more suitable 
candidates for being mayor contributors in the MMN generation than their lemniscal 
homologues in the cortex. 

Regarding local-field potentials, their difference wave correlated in time and strength 
with the SSA observed in single-unit and multi-unit activity recordings, confirming 
greater levels in non-lemniscal fields (Nieto-Diego and Malmierca, 2016; Parras et 
al., 2017). These difference waves showed the same morphology in all cortical fields, 
with a fast negative deflection (Nd) followed by a positive one (Pd). On the one hand, 
the Nd occurred earlier and tended to be larger in lemniscal fields than in the non-
lemniscal ones, suggesting a lemniscal origin (Fig. 3B). This early deflection could 
be related with the modulations of the scalp-recorded middle latency responses that 
correspond to the first response of the primary AC to a deviant event, which take place 
previous to the occurrence of the MMN (Escera and Malmierca, 2014). On the other 
hand, the Pd peaked homogeneously along the AC, so its generation must hinge on 
intracortical processing and reciprocal interaction between lemniscal and non-
lemniscal fields, further suggesting a bottom-up propagation of SSA. Most 
importantly, the Pd tended to peak between 60 and 80 ms (Fig. 3B), well within the 
range of MMN-like potentials recorded in the rat (50-100 ms) (Harms et al., 2016). 
This synchronicity finally allows to overcome the discrepancies in the time course and 
anatomical source of the SSA and the MMN, thus setting a bridge between both in 
which the cornerstone is the non-lemniscal contribution. 
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Fig. 3: Grand-average of the responses to standard (STD) and deviant (DEV) 
tones recorded as multi-unit activity (A) and local-field potentials (B) within 
each AC cortical field. Adapted from Nieto-Diego and Malmierca (2016). 

CONCLUSION 

Whether generated in situ in lemniscal AC or just inherited subcortically, the fact is that 
lemniscal neurons in the cortex show SSA, so it would be imprecise to say that SSA is 
a purely non-lemniscal property. However, the inverse can definitely be asserted. The 
SSA is a defining feature of the non-lemniscal auditory pathway, with prevailing 
presence all along it. The appearance of SSA as early as the level of the midbrain in the 
cortices of the IC suggests it is an emerging property of the non-lemniscal subcortical 
structures, while in non-lemniscal cortical areas SSA achieves its most refine 
manifestation. All this reaffirms the notion of the non-lemniscal pathway as a parallel 
higher-order stage of sensory processing that goes beyond the faithful representation of 
auditory stimuli predominant in the lemniscal pathway, being able to extract more 
complex features in auditory events, like novelty. Thus, it can be argued that regularity 
encoding and deviance detection are capabilities of the auditory brain that have a non-
lemniscal foundation, essential in the generation of SSA and MMN.  
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Speech perception entails the mapping of the acoustic waveform to its 
linguistic representation. For this transformation to succeed, the speech signal 
needs to be tracked across multiple temporal scales in order to decode 
linguistic units ranging from phonemes to sentences. Here, we investigate 
how linguistic knowledge, and the temporal scale of linguistic analysis, 
influence the neural processing of a fundamental linguistic unit, the phoneme. 
To obtain control over the linguistic scale of analysis, we use a novel speech-
quilting algorithm (Overath et al., 2015) to control the acoustic structure 
available at different linguistic units (phoneme, syllable, word). To obtain 
control over the linguistic content, independent of the temporal acoustic 
structure, we construct speech quilts from both familiar (English) and foreign 
(Korean) languages. We recorded electroencephalography in healthy 
participants and show that the neural response to phonemes, the phoneme-
related potential, is shaped by linguistic context only in a familiar language, 
but not in a foreign language. The results suggest that the processing of the 
acoustic properties of a fundamental linguistic unit, the phoneme, is already 
shaped by linguistic analysis. 

INTRODUCTION 

Speech is an intrinsically temporal signal with a rich temporal structure: Its linguistic 
constituents, such as phonemes, syllables, words, or sentences, all have characteristic 
durations, ranging from tens of milliseconds (in the case of phonemes) to hundreds 
(words) or thousands of milliseconds (sentences) (Rosen, 1992; Stevens, 2000; 
Poeppel, 2003). Our understanding of the neural architecture supporting speech 
perception has increased substantially over the last two decades (Hickok and Poeppel, 
2007; Friederici and Gierhan, 2013). However, where and how the acoustic analysis 
of temporal speech structure interfaces with linguistic representations (such as syntax, 
lexicon, or semantics) is still poorly understood. While there is evidence that speech 
is analyzed at different temporal analysis scales, which are instantiated via a 
hierarchical organization across auditory and frontal cortices (Hasson et al., 2008; 
Lerner et al., 2011), these apply to relatively long temporal analysis windows 
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commensurate with words, sentences, and paragraphs. In contrast, less is known about 
the neural representation of smaller linguistic units, in particular phonemes and 
syllables, which form the ‘building blocks’ upon which longer linguistic structures 
are built. 

Previous studies have typically used isolated phonemes, consonant-vowel transitions, 
or words to investigate the underlying neural processes (Phillips et al., 2000; Sanders 
and Neville, 2003; Tremblay et al., 2003; Martin et al., 2008). However, by presenting 
linguistic units in isolation, the role of predictive, top-down linguistic processes such 
as learned phonological, morphological or syntactical rules (Park et al., 2015; 
Kocagoncu et al., 2017), which are ubiquitous and automatic in natural speech 
perception, remained unclear. More recently, Khalighinejad et al. (2017) used 
continuous, natural speech to demonstrated that different categories of phonemes 
(e.g., vowels, nasals, fricatives, or plosives) have distinct neural correlates, or 
phoneme-related potentials (PRP). However, this approach is unable to differentiate 
between acoustic and linguistic processes, since listening to natural speech in a 
familiar language automatically recruits both. 

What is needed, therefore, is an experimental approach that dissociates acoustic from 
linguistic processes during the analysis of temporal speech structure. Such an 
approach requires two essential features: (1) control over the linguistic structure, or 
units at which analysis occurs; (2) control over the linguistic content. We propose the 
following paradigm that allows the dissociation of acoustic and linguistic speech 
processes: To obtain control over the linguistic units of analysis, we modify a novel 
sound-quilting algorithm (Overath et al., 2015) to control acoustic structure at the 
level of different linguistic units (phonemes, syllables, words) by shuffling and then 
stitching them together. This approach yields new ‘speech quilts’ that preserve the 
natural temporal speech structure only up to the linguistic unit, but not beyond. To 
obtain control over the linguistic content, independent of the temporal acoustic 
structure of linguistic units, we construct speech quilts from both familiar (English) 
and foreign (Korean) languages. This approach ensures that any changes at the signal-
acoustics level affect both languages identically, while manipulating the linguistic 
percept differently. Thus, neural responses that vary as a function of the size of the 
linguistic unit (phoneme, syllable, word) will imply the presence of linguistic 
processing, while neural responses that are unaffected by linguistic unit will imply 
aspects of acoustic processing. 

In this study, we investigated how acquired linguistic knowledge influences the neural 
processing of a fundamental linguistic unit, the phoneme, in different contexts. We 
recorded electroencephalography (EEG) from participants while they listened to 
speech quilts carrying information at the level of phonemes, syllables, or words, as 
well as natural speech, in either a familiar (English) or foreign language (Korean). We 
hypothesized that the PRP would be modified as a function of linguistic context only 
in a familiar language, due to linguistic processes, but not in a foreign language. 
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METHODS 

Participants 

The 18 right-handed participants (mean age = 23, range = 18-31, 10 females) were 
native speakers of American English, with no knowledge of Korean. All reported to 
have normal hearing and no history of neurological or psychiatric diseases. 
Participants provided written consent prior to participating in the study, in accordance 
with the Duke University Institutional Review Board. 

Stimuli 

The stimuli were derived from mono recordings (44100-Hz sampling rate, 16-bit 
resolution) of four female bilingual English/Korean speakers reading from a book in 
either language (native English and native Korean speakers judged the recordings as 
coming from native speakers, respectively). The recordings were then segmented into 
phonemes, syllables, and words using the Penn Phonetics Lab Forced Aligner Toolkit 
(Yuan and Lieberman, 2008) for English, and the Korean Phonetic Aligner Program 
Suite (Yoon and Kang, 2013) for Korean. The alignment was then manually checked 
for eventual segmentation errors by a native English and Korean speaker, respectively. 
Korean is a phonetic language that shares no etymological roots with English and has 
a different grammatical structure (Sohn, 1999). 

We placed a number of constraints on the quilted stimuli. 1) Phonemes had to be 
between 20-80 ms in duration, syllables between 100-240 ms, and words between 
300-600 ms to be included in the phoneme, syllable, or word quilts, respectively.         
2) Syllables that were also words were excluded from consideration in the syllable 
quilts. 3) Two identical phonemes could not be next to each other, since this does not 
happen in normal English or Korean speech. The relative phoneme distribution 
(frequency of occurrence of a given phoneme across conditions) was not affected by 
these constraints: Phoneme frequency profiles within a language were significantly 
correlated (0.85 < ρ < 0.99, all p < 0.001). 

The stimuli are based on a slight modification of the quilting algorithm introduced in 
Overath et al. (2015), such that instead of quilting equal-length segments, here we 
quilt linguistic units. Briefly, a source signal is divided into linguistic units (here either 
phonemes, syllables, or words), which are then pseudorandomly rearranged and 
stitched together to create a new speech quilt signal. By using an L2 norm when 
choosing adjacent linguistic units to approximate the original unit-to-unit change in 
the original speech signal, and by using pitch-synchronous overlap-add (PSOLA) 
(Moulines and Charpentier, 1990) to avoid sudden frequency jumps at unit 
boundaries, the quilting algorithm ensures that low-level acoustic attributes (e.g., 
amplitude modulation rate, frequency spectrum) in the speech quilt are similar to those 
in the original speech signal. All stimuli are 6 s long and are speech quilts made up of 
phonemes, syllables, and words, as well as original, unaltered excerpts from the 
recordings. 
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Experimental procedure 

Participants were familiarized with recordings of the four different speakers, and then 
performed a behavioral task in which they listened to brief recordings in English or 
Korean and were asked to identify the speaker for each trial (irrespective of language). 
Participants responded by pressing one of keys 1, 2, 3, or 4 for speakers 1-4. 

In the EEG experiment, each condition of a 2 Language (English, Korean) × 4 
Linguistic unit (phoneme-, syllable-, word-quilt, natural speech) design was presented 
a total of 48 times (12 exemplars per speaker) over the course of 4 runs. The inter-
trial-interval was 2 s. Participants performed the same speaker identification task as 
in the prior behavioral experiment (irrespective of language and linguistic unit). 

Stimuli were presented at a comfortable listening level (~60 dB) through high-fidelity 
Sennheiser HD-25 on-ear headphones via a low-latency Fireface UC USB sound card, 
using Psychophysics Toolbox Version 3 (Brainard, 1997) running in Matlab. 

EEG recording and analysis 

EEG data were recorded on a 63-channel active electrode system (Brain Vision 
ActiChamp, Brain Products) using a customized, extended coverage, elastic electrode 
cap (EASYCAP, Herrsching, Germany) (Woldorff et al., 2002). This cap provides 
extended coverage of the head from just above the eyebrows to below the inion 
posteriorly and has electrodes that are equally spaced across the cap. Two fronto-lateral 
electrodes track horizontal eye movements, while an additional external electrode just 
underneath the left eye tracks vertical eye movements. Data are recorded at a 1000-Hz 
sampling rate (with a DC to 260 Hz bandpass) referenced to the right mastoid, and are 
then re-referenced off-line to the average of the left and right mastoids. 

Data were analyzed using EEGLAB (Delorme and Makeig, 2004) and custom-written 
Matlab scripts. Standard artifact rejection algorithms and independent component 
analysis (ICA) implemented in EEGLAB were used to remove eye-blink and 
physiological noise artifacts. The PRP analysis largely followed that outlined in 
Khalighinejad et al. (2017): Data were z-scored, epoched between −100 and 600 ms 
relative to phoneme onset, baseline corrected (−100 to 0 ms), and bandpass filtered 
between 2-15 Hz. To determine time windows of interest for our subsequent analyses, 
we centered 50-ms windows around the P50, N100, and P200 peaks derived from the 
PRP across languages and all electrodes. Results are shown for a region-of-interest 
(ROI) containing 9 fronto-central electrodes around electrode FCz.  

RESULTS 

Behavioral performance in the speaker identification task improved with linguistic 
unit length, and interacted with language familiarity (Fig. 1): A repeated measures 
(RM) ANOVA revealed main effects of Linguistic unit (F(3,51) = 12.87, p < 0.001,    
2

p = 0.43), Language (F(1,17) = 9.49, p = 0.007, 2
p = 0.36), and an interaction      

(F(3,51) = 4.51, p = 0.007, 2
p = 0.21). Post-hoc pairwise comparisons (Bonferroni 
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corrected) revealed that performance was significantly better in English than in 
Korean, except in the phoneme quilt condition (p > 0.05).  
 

 
 

Fig. 1: Mean percent correct performance (SEM) in the speaker identi-
fication task. Performance was well above chance (25%). 

 

Next, we computed the grand-average PRP across all phonemes. As in Khalighinejad 
et al. (2017), the PRP showed a clear succession of P50 and N100 components, as 
well as a weak P200, in both English and Korean (Fig. 2). For each component, we 
ran RM ANOVAs with factors Language (English, Korean) and Linguistic Unit 
(phoneme-, syllable- , word-quilts, and natural speech; Table 1). The P50 component 
revealed main effects for both factors, as well as an interaction. The N100 component 
showed main effects for both factors, while the P200 component revealed a main 
effect of Linguistic Unit and an interaction. 
 

 P50 (35-85 ms) N100 (90-140 ms) P200 (180-230 ms) 
 Unit Lang. Inter. Unit Lang. Inter. Unit Lang. Inter. 

F-value 15.79 5.53 4.37 3.71 12.43 n.s. 3.23 n.s. 3.21 

p-value < 0.001 0.031 0.008 0.017 0.003 n.s. 0.03 n.s. 0.031 


p      n.s.  n.s.  

 
Table 1: RM ANOVA with factors Linguistic Unit and Language. F-value 
degrees of freedom are (3,51) for Linguistic Unit and (1,17) for Language 
factors. 
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To investigate in more detail the effect of linguistic unit in English and Korean, we 
computed RM ANOVAs separately for each language. In English, P50, N100, and 
P200 differed in magnitude as a function of Linguistic Unit (F(3,51) = 12.44, p < 0.001, 
2

p = 0.42; F(3,51) = 3.86, p = 0.015, 2
p = 0.19; and F(3,51) = 3.75, p = 0.016, 2

p = 
0.16, respectively). The N100 revealed the clearest effect of linguistic unit, whereby 
its absolute magnitude increased monotonically from phoneme quilts to natural 
speech. In Korean, only the early P50 component was affected by linguistic unit 
(F(3,51) = 5.05, p = 0.004, 2

p = 0.23); However, post-hoc pairwise comparisons 
revealed that this was driven by a more categorical, rather than graded, effect, whereby 
the P50 in phoneme quilts was significantly different from any of the other conditions. 

 
Fig. 2: The phoneme-related potential (PRP) for Korean (top) and English 
(bottom) conditions (phoneme-, syllable-, and word quilts, as well as natural 
speech). Note that in Korean the N100 component of the PRP is not 
significantly affected by the linguistic context; In English, the strength of the 
N100 component increases from phoneme-quilts to natural speech. 

Korean 

English 
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The analyses so far have treated all phonemes the same; however, phonemes can be 
classified by their manner of articulation (Ladefoged and Johnson, 2010), and we next 
investigated the main classes of plosives, fricatives, nasals, and vowels, to determine 
whether different phoneme categories are differentially affected by the linguistic 
context as a function of language. Figure 3 shows the PRP for each phoneme category 
in each language as a function of linguistic unit (phoneme-, syllable-, or word-quilt, 
as well as natural speech). We focus here on the N100 component, which showed a 
significant effect of linguistic unit in English. In English, the vowel PRP showed a 
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Fig. 3: Category-specific (vowel, nasal, plosive, fricative) PRPs as a
function of linguistic unit (phoneme-, syllable-, word-quilt, natural speech) 
in Korean (top) and English (bottom). Note the overall similarity between
languages for the original speech conditions. In English, the N100
component of the vowel PRP shows the clearest gradated PRP. 
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clear graded response (F(3,51) = 4.45, p = 0.007, 2
p = 0.21); Post-hoc pairwise 

comparisons (Bonferroni corrected) revealed significant differences between the 
phoneme-quilt and natural speech conditions (p = 0.025), as well as a tendency between 
phoneme-quilt and word-quilt conditions (p = 0.055). The other three phoneme 
categories did not show a graded response as a function of linguistic unit. In Korean, no 
phoneme category was affected by linguistic unit size in any systematic way. 

DISCUSSION 

The preliminary results reported here demonstrate that the processing of a fundamental 
linguistic unit, the phoneme, is already shaped by linguistic analysis, but only if a 
linguistic repertoire is available. In the familiar language, the phoneme-related potential 
showed a graded N100 response as the size of the linguistic unit increased (from 
phoneme quilts to normal speech); This was most pronounced for vowels. In contrast, 
the PRP was generally unaffected by linguistic context in a foreign language. 

The design of directly comparing the effect of linguistic unit size in two languages 
allowed the dissociation of acoustic and linguistic neural processes. Acoustic 
processing would be shared between languages, while linguistic processing would be 
indicated by a differentiation of the response (e.g., PRP) as a function of linguistic 
context. In the current study, the similarity of the PRP in natural English and Korean 
speech (e.g., Fig. 2) therefore reveals a shared mechanism for processing acoustic 
properties that are common to phonemes in both languages. For example, the vowel 
PRP in both English and Korean displayed a characteristic N100 similar to that in 
Khalighinejad et al. (2017) (Fig. 3). In contrast, the linguistic context within which 
phonemes appeared influenced the PRP in a systematic manner only in the familiar, 
but not the foreign language. This suggests that a linguistic repertoire (e.g., syntax, 
lexicon, or semantics), when available, shapes the processing of acoustic properties 
of temporal speech structure, even at a fundamental level such as the phoneme. 

The results have implications for our understanding of how acoustic and linguistic 
representations interface already at an early level of speech processing. For example, 
difficulties in speech perception in children with developmental dyslexia (Molinaro 
et al., 2016), or older adults with hidden hearing loss (Plack et al., 2014), might arise 
from a compromised acousto-linguistic transformation at fast temporal scales such as 
those of phonemes. More generally, the results inform speech and language models 
that need to explain a fundamental question in speech perception: Where and how the 
analysis of the acoustic speech signal is transformed into linguistic representations 
that enable speech comprehension. 
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As cochlear implants (CIs) do not provide adequate representation of the 
harmonic structure of complex sounds, the perception of the 
voice fundamental frequency (F0) is severely limited in CI users. As F0 
plays an important role in speech prosody and in lexical tones, this deficit 
has a negative impact on communication.  Here we focus on the pediatric CI 
population, most of whom were prelingually deaf and were implanted 
before three years of age, within the most adaptive period of the brain’s 
development. Our results suggest that, relative to their normally-hearing 
peers, school-age children with CIs have significant deficits in their 
sensitivity to both static and dynamic F0-changes. In addition, children with 
CIs also have deficits in their identification of emotional prosody and in 
lexical-tone recognition.  

INTRODUCTION 

Present-day cochlear implants (CIs) transmit acoustic-phonetic cues for speech 
recognition with sufficient fidelity for good-to-excellent speech recognition 
performance in quiet by the average patient, particularly when context cues are 
available and top-down reconstruction of the intended message can compensate for 
the degraded input. However, voice pitch, which conveys prosodic information and 
provides important cues for lexical tone recognition in tonal languages, is not 
transmitted appropriately by CIs. The voice fundamental frequency and its 
harmonics are lost in CI processing. Only the temporal envelopes extracted from the 
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broader channel filters, which are modulated periodically when multiple harmonics 
of the fundamental frequency (F0) fall within the bandpass region of the filter, carry 
some voice pitch information. Unfortunately for CI patients, this envelope 
periodicity does not result in a salient enough percept to support music perception. 
For the recognition of prosody or lexical tones, however, the high level of pitch 
perception demanded by music may not be necessary. However, the extent to which 
the degraded pitch transmitted by CIs supports the recognition of these cues is not 
well understood.  

For children who are implanted within the first months or years of life and are 
developing with the device in place, the implications of prosodic cue perception may 
be more profound than for post-lingually deaf adults, as language acquisition is 
thought to be mediated by prosodic information in infants and toddlers. These two 
populations provide an interesting comparison, bringing two different brains to the 
table. The post-lingually deaf adults developed auditory, cognitive and linguistic 
skills with good sensory and phonological representations. In contrast, pediatric CI 
recipients must develop all three with the degraded input of the device; Further, 
these very same cognition and language skills must then be harnessed in top-down 
repair of the degraded input. In studying this population, important questions 
regarding neural plasticity related factors (age at implantation, device experience, 
developmental factors) must be considered alongside other factors (sensitivity to the 
sensory input). For tone language speakers, we are additionally interested in the 
possible role of the tonal environment in the development of harmonic pitch 
sensitivity in pediatric CI recipients and in their normally hearing peers.  

Here, we review recent work from our collaborative group on the recognition of 
emotional prosody and lexical tones by children with CIs in the context of the 
broader literature, and discuss implications for the development of CIs and 
rehabilitation of CI patients.  

SENSITIVITY TO HARMONIC PITCH BY PEDIATRIC CI RECIPIENTS  

Deroche et al. (2014) investigated harmonic pitch perception in pediatric CI users in 
the US and in Taiwan. They measured F0 difference limens in a 3-interval, 3-
alternative forced-choice procedure, using the method of constant stimuli. The level 
of the stimuli was roved to avoid loudness cues. Psychometric functions were 
obtained, and thresholds for F0 discrimination were derived from these data. As 
expected, they reported large deficits in the children with CIs, both for a 100-Hz F0 
reference and a 200-Hz F0 reference. No differences were observed between the 
children in the US and Taiwan, for both hearing status, suggesting that the tonal 
language environment did not influence static F0 discrimination in the normal-
hearing (NH) or the CI children. There were small but significant age effects 
explaining about 10% of the variance across subjects, but no effects of age at 
implantation. In addition, they also reported that, in a task in which the participants 
had to discriminate between amplitude-modulation rate differences in sinusoidally 
amplitude-modulated broadband noise, the NH children’s performance was the same 
as that of the CI children’s (both being slightly worse than CI children’s 
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performance in the F0 discrimination task). Thus, when the NH children were 
compelled to use the same envelope periodicity cues available to CI children, their 
performance was not significantly different from that of the CI children’s. This 
suggests further that the deficits in the CI children’s performance may not be due to 
other differences between the populations (cognition, etc.), at least in these tasks. 
The CI children’s performance in the F0 discrimination task was significantly 
correlated with that in the amplitude modulation (AM) rate discrimination task, 
supporting the idea that similar cues were used in the two tasks (despite small 
changes in the exact shape of the temporal envelopes and their coherence across 
channels). On the other hand, the NH children’s thresholds in the two tasks were not 
correlated, supporting the idea that the NH children used very different cues in the 
two tasks (i.e., fine structure periodicity in the F0 discrimination task and temporal 
envelope periodicity in the AM rate discrimination task). 

In a second study, Deroche et al. (2016) investigated the sensitivity to dynamic 
(swept F0) pitch in children with CIs in the US. They used two tasks, a direction 
labelling task and a direction discrimination task. In the first task, listeners heard a 
swept F0 harmonic complex and indicated whether it was rising or falling in a 
single-interval, 2-alternative forced-choice procedure. In the second task, they heard 
three swept F0 complexes: The first served as the reference, one of the remaining 
two intervals was identical to the reference in sweep range and direction while the 
other interval was identical in range but was swept in the opposite direction. The 
initial F0 was roved to avoid spectral-edge-related pitch cues, and level was roved to 
avoid any loudness cues. Results were similar to those obtained in the 2014 study, in 
that large deficits were observed in the CI children in both tasks. Significant age 
effects were also found (and corroborated by differences between children and 
adults in both populations), but no effects of age at implantation were observed. 

We are presently conducting parallel studies in children in Taiwan in the swept-F0 
tasks described above. In preliminary data, we observe a significant advantage in 
NH children in Taiwan over NH children in the US in both the direction labelling 
and the direction discrimination task (Fig. 1). This advantage is dominated by 
differences between the groups in the early developmental years, when the NH 
children in Taiwan appear to be already adult-like in both tasks, while the NH 
children in the US show a significant developmental effect, converging on the 
Taiwanese children’s performance in their later teenage years. The data with child 
CI recipients shows no significant differences between the groups and no effects of 
age, although the difference between the US and Taiwanese CI users in the labelling 
task is marginally significant at p=0.051. Further data collection and analyses are 
ongoing to verify this trend.  

To what extent are the F0 sweep rates in our studies relevant to those in lexical 
tones? He et al. (2016) attempted to relate the sensitivity to dynamic F0 sweeps to 
that of realistic F0 change rates in Mandarin tones. They adaptively modified the F0 
range over which complex tones or recordings of lexical tones could be identified 
(as falling, rising, flat, dip, or peak). They found that NH adults could recognize 
400-ms lexical tones with an F0 range only 40-cents wide, resulting in F0 change 
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Fig. 1: Thresholds (in semitones/sec) obtained in an F0-sweep direction-
labeling task (left-hand panel) and in an F0-sweep direction-discrimination 
task (right-hand panel) plotted against participants’ age (in years). Blue and 
red symbols indicate results obtained in native speakers of American 
English and Mandarin, respectively. Open and filled symbols indicate 
results obtained in children with normal hearing and CIs, respectively. The 
right-hand side of each plot shows group means and standard deviations. 
(color online) 

 

rates of only 1 semitone/s (or 2 semitones/s for dips). In contrast, CI adults needed 
F0 change rates of 2 octaves/s. These results and the size of the deficits exhibited by 
CI adults are very consistent with the dynamic F0 sensitivities reported by Deroche 
et al. (2016). 

To summarize, our results indicate significant deficits in children with CIs (relative 
to their NH peers) in F0 discrimination of both static changes in F0 and swept-F0, 
dynamic changes. The data show evidence for an effect of linguistic environment, 
with the tone-language environment benefiting children with NH in both tasks, 
particularly in the early years of development. This finding is supported by other 
related studies in adults using both perceptual and physiological measures showing 
differences in the mechanisms of F0 coding and FM-sweep-coding in native spea-
kers of Mandarin  (Krishnan et al., 2015; Krishnan et al., 2011; Luo et al., 2007a).  

LEXICAL TONE RECOGNITION BY PEDIATRIC CI USERS 

Lexical tones are relatively rapid changes in the F0 contour of syllables that signal 
the meaning of a word. In Mandarin, tones fall into four categories: Tone 1 consists 
of a high, flat F0, Tone 2 is predominantly rising in F0, Tone 3 is more complex, 
with a low initial F0, dipping to a minimum before rising again, and Tone 4 is a 
short, falling F0 contour. Similar to other studies, Peng et al. (2017) showed 
significant deficits in Taiwanese pediatric CI recipients’ tone recognition (compared 
to NH peers) using a single-interval, 4-alternative forced-choice task in which 
participants pointed to the appropriate meaning depicted in a picture on the screen. 
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Performance was significantly predicted by the children’s age at implantation but 
not by duration of device experience or by age at testing. This suggests that the 
ability to identify tones develops within a short period post-implant-activation, but 
does not change thereafter.  

In a second task, Peng et al. (2017) asked whether CI children could utilize a 
secondary acoustic cue (duration) to their advantage in a tone recognition task. To 
do this, they used stimuli consisting of manipulated versions of an original utterance 
of the disyllabic word “yanjing”, in which the first syllable yan was kept constant 
but the second syllable jing was manipulated to have 8 steps of F0 contour, varying 
from Tone 1 (flat) to Tone 4 (falling). For each of these variations, six levels of 
duration of the second syllable were applied orthogonally. When the 2nd syllable is 
spoken in Tone 1, the word yanjing means “eyes”, and when spoken in Tone 4, it 
means “eye glasses”. The listeners heard each resynthesized utterance (in 
randomized order) and indicated which of the two meanings they thought it was 
associated with, in a single-interval, 2-alternative forced-choice task. The data were 
analysed using logistic regression to investigate the extent to which the children 
used F0 or duration cues to perform the task. It is to be noted that duration is not a 
strong cue for lexical tone recognition in Mandarin: It is a weak secondary cue at 
best. 

Results (Fig. 2) showed that NH children used F0 cues extensively, but ignored the 
duration cue. On the other hand, the CI children made significant use of the F0 cue, 
but with less certainty than the NH children, while they used the duration cue 
significantly as well, much more so than the NH children. This suggests that even 
though CI children have significant deficits in F0 processing, they do rely on the cue 
in lexical tone recognition. Secondly, these results indicate that even though duration 
is not a strong acoustic cue for tones, the CI children implicitly develop the 
knowledge to use it appropriately to support their performance when it is explicitly 
provided. Age at implantation predicted their use of the duration cue, again 
suggesting an early development of tone-recognition skills. 

Peng et al. (2017) also found that the use of the F0 cue in the yan jing task was a 
strong predictor of performance in lexical tone recognition with naturally uttered 
words. This is interesting, given the weakness of F0 sensitivity in this population, 
and underscores the dominance of F0 as a cue for lexical tones. The use of the 
duration cue, however, did not predict performance with the lexical tone recognition 
task, possibly because the cue is not reliable in natural Mandarin speech. However, 
the possibility remains that appropriate training with the secondary cue might help 
the children optimize their use of duration in natural speech recognition. 

To summarize, children with CIs showed significant deficits in lexical tone 
recognition with naturally uttered words. They also showed a reliance on both F0 
contour and duration cues in a Tone 1-Tone 4 cue-weighting task, while their NH 
peers only relied on the F0 contour. Lexical tone recognition was significantly 
predicted by the listeners’ age at implantation, but not by their device experience.   
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Fig. 2: The left hand panel shows the proportion of times the yanjing 
stimulus was associated with “Eyes” (Tone 1), plotted as a function of F0 
variation of the second syllable by listeners with NH (squares) and with CIs 
(diamonds). The right hand panel shows the same, but plotted as a function 
of duration values of the stimuli.  Error bars show +/- 1 s.d. from the mean. 
[Adapted from Peng et al. (2017)] 

 

VOICE EMOTION RECOGNITION BY CHILDREN WITH CIS 

Emotional prosody is critical for social communication. In children, appropriate 
emotional communication is important for the development of social interactions, 
both with their peers and their caregivers, and for social cognitive development in 
general. Luo et al. (2007b) showed that adult CI users had significant impairments in 
voice emotion perception. As many adult CI users are post-lingually deaf, it is 
reasonable to assume that they developed relatively normal understanding of 
emotions and emotional communication prior to their hearing loss and cochlear 
implantation. The literature on emotion understanding in children with CIs is 
relatively sparse, but suggests that while basic facial emotion recognition is 
developed in this population by the time they are school-aged, deficits in voice 
emotion recognition remain. We studied emotion recognition by school-age children 
with CIs using child-directed speech (i.e., exaggerated prosody), and compared 
performance with NH peers, adults with NH and adults with CIs (Chatterjee et al., 
2015). We found that, consistent with previous work in emotion recognition by CI 
recipients, the CI users showed significant deficits in voice emotion recognition. 
Interestingly, the post-lingually deaf adults and the pre-lingually deaf children with 
CIs showed very similar performance, suggesting a device-limitation in the task 
rather than factors related to cognition or language. However, this remains to be 
demonstrated. It is possible that similar performance can be achieved by different 
mechanisms. 

Many of the participants in this study also participated in the studies on F0 
processing by Deroche et al. (2014) and Deroche et al. (2016) described earlier. 
Based on correlational analyses, wee find that F0 sensitivity in all our tasks is a 
significant predictor of voice emotion recognition by CI listeners. This is 
noteworthy, given that CI patients show such large deficits in F0 processing, and 
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also given that voice emotion is conveyed by numerous cues, including intensity, 
speaking rate, and timbre. This underscores the critical importance of F0 in the 
recognition of emotional prosody.  

We also note that the stimuli in the Chatterjee et al. (2015) study contained 
exaggerated prosody, and that NH adults and children performed at ceiling in the 
task. This suggests that we underestimated the true deficit experienced by CI 
children in everyday communication, which consists of far more muted emotional 
cues. 

Chatterjee et al. (2015) reported that the children with CIs showed a weak effect of 
device experience in their emotion recognition, but did not show a significant effect 
of developmental age. The children with NH showed a significant effect of age with 
full-spectrum stimuli, although their performance in this condition was near-ceiling, 
not significantly different from the adult NH listeners’ performance, and 
significantly better than the performance of the children with CIs in the same 
condition. The children with NH also performed the task with 8-channel noise 
vocoded speech. While adults with NH showed performance similar to the mean CI 
performance in this condition, the children with NH showed significant deficits. 
Further analyses revealed a strong developmental effect (Fig. 3), with older children 
with NH showing significantly better performance than younger children, who 
clearly struggled to identify the emotions in the 8-channel vocoded condition. These 
findings underscore an important problem. The children with NH had experience  
 

 

 

 
Fig. 3: Developmental effects in voice emotion recognition by children with 
NH when attending to 8-channel NBV speech. These children showed near-
ceiling performance and smaller developmental effects in the same task with 
full-spectrum (unprocessed) speech. [Adapted from Chatterjee et al. (2015)] 
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with acoustic inputs, and different forms of degraded acoustic inputs (e.g., listening 
in reverberation or noise). They had presumably also developed language and 
cognition normally. Still, they struggled in this first encounter with CI-simulated 
speech. This speaks to the considerable difficulties faced by young children with CIs 
who do not have experience with acoustic inputs and have not developed the 
cognition or language skills that might help them to make sense of the new sensory 
signals. The advantage they have is the earlier implantation age and the greater 
plasticity of the brain within the first years of development. It seems critical, 
therefore, to ensure that rehabilitation efforts are maximized in the early months 
with the CI.  

Unlike the lexical tone recognition data, the voice emotion recognition study did not 
show an effect of age at implantation on performance. Instead, duration of 
experience with the device (which was correlated with developmental age) was a 
significant predictor. This suggests that learning to read emotions continues as 
children develop, and that rehabilitation strategies may help by emphasizing 
prosodic cues even after the most sensitive period has passed.  

SUMMARY AND CONCLUSIONS 

To summarize, our results indicate that pediatric recipients of CIs must cope with 
large deficits in sensitivity to both static and dynamic changes in F0. In our studies, 
age at implantation is not predictive of performance in these psychophysical tasks, 
but the children with CIs show improvements in task performance as their duration 
of experience with the device (correlated with their chronological age at testing) 
increases. In preliminary work, we observe an advantage in dynamic-F0 sensitivity 
in native speakers of Mandarin over native speakers of American English. 
Sensitivity to voice emotion also shows deficits in children with CIs, and also shows 
age-related improvements. Although vocal emotions are represented by multiple 
acoustic cues, the dominance of F0 cues is demonstrated by the fact that F0 
sensitivity is significantly correlated with performance in voice emotion recognition 
in CI users, even though this information is greatly degraded in this population. 
Native speakers of Mandarin developing with CIs showed significant deficits in 
lexical tone recognition relative to their NH peers, but also showed an ability to 
appropriately rely on a weak secondary acoustic cue, duration, in lexical tone 
contrast judgments. The age at implantation was a significant predictor of 
performance in lexical tone recognition, but increased duration of experience with 
the device did not correlate with performance in these tasks, suggesting a limit to 
adaptive advantages in sensitivity to tones early in life.  

Overall, we conclude that the device-limitations placed on F0 coding in CIs are not 
sufficiently overcome by neural plasticity (age at implantation or duration of 
experience) as the child acquires experience with the device. Linguistic experience 
(tone language environment) may confer advantages to the NH population, but 
significant advantages have not been observed in our preliminary data with CI users 
as yet. The fact that the Mandarin-speaking children with CIs were able to utilize the 
secondary acoustic cue in tone identification suggests a role for training in tone 
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recognition. We further conclude that F0-coding-limitations play a role in CI users’ 
sensitivity to vocal emotion processing. These findings have implications for social 
communication, language acquisition, and rehabilitation efforts for the pediatric CI 
population and for device development strategies in the future.  
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Modern hearing aids holds significant personalization potentials while the 
processes associated with the administration do not fully accommodate the 
dialogue for finding the optimized and personalized settings. The hearing aids 
presented here use a connected smartphone to log a snapshot of 21 sound 
environment parameters every minute, e.g., sound pressure level in low, mid, 
and high frequencies and broadband, the estimate of the signal-to-noise ratio 
in the same 4 bands, the sound environment detector, etc. This data stream 
shows the sound environments that the user of the hearing aids experiences. 
The continuous stream of sound environment data is supplemented by the 
user’s operation of the hearing aid, e.g., which program is chosen when, and 
how is the volume control adjusted as well. Whenever the user changes 
program or volume, the change is logged with the time stamp. Together, the 
continuous and event based data logging reveals in which situations the user 
prefers a given program and on the bigger time-scale, which program that 
should be the default program. The close integration of the hearing aid, the 
mobile phone, and cloud services turning the hearing aid into an Internet of 
Things device not only enable the learning and adaptation but also 
supplementing the dialogue between user and audiologist with objective data 
about the actual use of the hearing aids. 

INTRODUCTION 

How can a hearing-aid user describe what they did not hear? How can a hearing aid 
user describe situations where hearing is difficult to the extent where the audiologist 
becomes sufficiently certain about the validity of the description? This dialogue based 
trial and error procedure can be rather time consuming, and may prevent the fitting 
process from exploring sufficient number of alternatives, and thus may prevent the 
fitting of the hearing aids from reaching the degree of personalization which modern 
hearing aids support.  

We present a prototype hearing aid that can provide information about sound 
environments and use. With this hearing aid, we ask, can data logging enhance the 
hearing aid fitting? Moreover, if so, how can analysis of logged data enhance hearing 
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aid fitting? The prototype hearing aid is developed for the H2020 project EVOTION 
(http://h2020evotion.eu) and transmits program changes, volume adjustments, and 
continuous sound environment data to a connected smartphone for buffering, local 
storage, and upload to cloud services utilizing the Internet of Things services of Oticon 
Opn (Oticon, 2016), the hearing aid which EVOTION hearing aid is based on.  

The perspectives for use of such hearing aids in future hearing-care are very diverse; 
ranging from empowering the hearing-aid user, empowering the dialogue between 
hearing-aid user and audiologist, learning based adaptation of selected hearing-aid 
features, providing developers feedback on use of prospective hearing-aid features to 
clinical trials with new hearing-aid features. Additionally, the scenarios are not limited 
to hearing-aid features, but can also evaluate if auditory training increases the ability 
to hear in difficult situations or to cope with increasingly difficult situations. In fact, 
in the H2020 project EVOTION the hearing aids will contribute to research on public 
health policy modelling (Prasinos et al., 2017).  

METHOD 

Internet services 

Hearing aids connect to internet and internet services through an accompanying 
service installed on a smartphone and connected to the hearing aid using Bluetooth 
Low Energy (Oticon, 2016). This enables interaction with internet enables services, 
such as If This Then That (IFTTT, http://www.ifttt.com). Through IFTTT the 
individual user can define so-called recipes, where defined actions on the hearing aid 
can trigger another service and vice versa. Such recipe could connect the low-battery 
alert on the hearing aid to a text-messaging service, alerting a parent that the child’s 
hearing aid is running low on battery. Another recipe connects an IFTTT enabled 
doorbell to the hearing aid, and alerts the wearer when someone presses the doorbell. 
The EVOTION hearing aids use the same communication methods between hearing 
aid and mobile as the IFTTT service.  

The present data logging system use the NRF Connect app available on Google Play 
and App Store to intercept the data transmitted from the hearing aid to the smartphone. 
It also requires that the hearing aid user remembers to save the data stored in the NRF 
Connect app every night to a file. In this study with only a few hearing-aid users, the 
hearing-aid users must remember to save and upload the logging data every night. 
However, this is only true for the hearing-aid users taking place in this pilot study, the 
hearing-aid users in EVOTION will have a special app that acts as a remote control 
for the EVOTION hearing aids (like the Oticon On app does for Oticon Opn).  

Sound environment data 

Every minute an interrupt triggers the EVOTION hearing aid to transmit the current 
value of 21 sound environment parameters. The first 20 parameters are Sound 
Pressure Level, Noise Floor Level, Modulation Index, Modulation Envelope, and 
Signal to Noise Ratio measured in dB in four frequency ranges: 0-1.3 kHz, 1.3-4.1 
kHz, 4.1-10 kHz, and 0-10 kHz. The last parameter is Sound Environment, which can 
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take four values Quiet, Speech, Speech-in-Noise, and Noise. The 21 parameters are 
merely a small subset of the estimators running continuously in the hearing aid to 
characterize the sound environment and adapt the automatic systems to the current 
sound environment. When the connected mobile phone receives the message with the 
21 sound environment parameters the values are stored and time-stamped.  

Personalization 

The personalization explored with the EVOTION hearing aids are the settings of 
OpenSound Navigator™ (Le Goff et al., 2016). As shown in Fig. 1, the settings of 
OpenSound Navigator have different thresholds where OpenSound Navigator 
increases the amount of processing. The labels: High, Medium, and Low refer to how 
much help, e.g., how often the hearing aid attenuates a sound labelled as noise. In the 
Low setting, the signal to noise ratio required to trigger a certain amount of attenuation 
is higher than for the High setting.  

The usual fitting practice is to assign each hearing-aid user to one of the settings: High, 
Medium, and Low, based on their preferences assessed in a questionnaire. The fitting 
of the EVOTION hearing aid gives the user access to four OpenSound Navigator 
settings as four programs. Allowing the hearing-aid user to shift between the four 
programs, provides the hearing-aid user access to a meta-parameter (Schum and Beck, 
2006), which was previously only available to the audiologist.  

As the hearing-aid user explores the different programs in different sound 
environments, the data logging will show which program the hearing aid user prefers, 
measured as the program used the most in such situation. Obviously, this requires the 
hearing-aid user to try out the different programs in different sound environments. 
When instructed to do so, hearing-aid users do vary the used programs (Johansen et 
al., 2017), however, in that study the hearing aids did not transmit the sound 
environment data as is the case with the EVOTION hearing aids.  

The personalization takes place the moment that the analysis of the logged data 
enables the selection of a single profile as the preferred profile. Either as an overall 
preference or as the preferred profile in a given situation characterized by the 21 sound 
environment parameters. The overall preference can be obtained by modifying the 
default program of the hearing aid, while the situation based preference require the 
mobile phone to use the remote control interface to select the preferred program.  

With the EVOTION hearing-aids we collect preferences in a different way than the 
popular ecological momentary assessment (EMA) method (Wu et al., 2015; Kissner 
et al., 2015). The data-logging supports EMA and the two methods can be used in 
parallel, such that an EMA event is logged on the phone similar to the program shifts 
and volume adjustments. It is evident that some kind of hearing-aid user input must 
be logged, but whether asking the hearing-aid user to rate settings at certain intervals 
or if usage patterns are sufficient remains to be investigated.  
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Fig. 1: OpenSound Navigator settings as function of environment. 

 

RESULTS 

Figures 2 and 3 show the first data logged by a hearing-aid user with the EVOTION 
hearing aids and acts to demonstrate the that hearing aids can log continuous sound 
environment data and event based program changes.  
 

 
 

Fig. 2: Logged Sound Pressure Level data and program shift. 
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Fig. 3: Logged Sound Environment data. 

 
Figure 2 shows a hearing-aid user who spends most of the morning in a relatively 
quiet environment, and Figure 3 shows that even if the levels are not loud, the sound 
environment shifts between quiet, and speech in noise. However, at 10:30 something 
seems to happen, as the sound levels go up, and also the sound environment detector 
suddenly shifts between speech in noise and noise.  

The EVOTION hearing aids may also provide valuable data even if the user is not 
using all of the four programs. The logging of an event indicates that the hearing aid 
is in use, and thus an app or a cloud based data analysis tool can tell hearing-aid users 
for how long they use their hearing aid, if they are adhering to the agreed usage target, 
as well as providing a much more detailed overview of when the hearing aids were in 
use. In previous studies using objective measure of hearing aid use (Laplante-
Lévesque et al., 2014) was based on aggregated tables of hearing aid use, and did not 
give access to as detailed information about usage patterns as the current  study allows.  

CONCLUSIONS 

We have presented the EVOTION hearing aid and showed the first sound environment 
data, logged by a hearing-aid user.  
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The behavior of a person during a conversation typically involves both 
auditory and visual attention. Visual attention implies that the person directs 
his/her eye gaze towards the sound target of interest, and hence the detection 
of the gaze may provide a steering signal for future hearing aids. Identification 
of the sound target of interest could be used to steer a beamformer or select a 
specific audio stream from a set of remote microphones. We have previously 
shown that in-ear electrodes can be used to identify eye gaze through 
electrooculography (EOG) in offline recordings. However, additional studies 
are needed to explore the precision and real-time feasibility of the 
methodology. To evaluate the methodology we performed a test with hearing-
impaired subjects seated with their head fixed in front of three targets 
positioned at −30°, 0°, and +30° azimuth. Each target presented speech from 
the Danish DAT material, which was available for direct input to the hearing 
aid using head related transfer functions. Speech intelligibility was measured 
in three conditions: a reference condition without any steering, an ideal 
condition with steering based on an eye-tracking camera, and a condition 
where eye gaze was estimated from EarEOG measures to select the desired 
audio stream. The capabilities and limitations of the methods are discussed. 

INTRODUCTION  

Due to more advanced signal processing algorithms developed in recent years (Puder, 
2009), the performance of hearing aids (HA) has greatly increased.  Nevertheless, 
many HA users still report difficulties to communicate in acoustically challenging 
conditions with various sound sources and in the presence of reverberation. One of 
the reasons for the difficulties may be that the HAs are not sensitive to the user’s 
attention and therefore cannot “react” accordingly while normal-hearing listeners 
typically are able to selectively attend to the target of interest. The European project 
COCOHA (COgnitive COntrol of a Hearing Aid) attempts to track the attention of the 
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HA user via electroencephalographic (EEG) brain activity  as well as via 
electrooculography (EOG). EOG is strongly correlated with eye movements, such that 
the user’s attention could be estimated by eye gaze, assuming that the user is looking 
at the target of interest. Manabe et al. (2013) and Favre-Félix et al. (2017) showed 
that it is possible to reliably measure EOG using in-ear electrodes. Favre-Félix et al., 
(2017) even used a solution with electrodes integrated in the hearing aid mold 
designed by the Eriksholm research centre (Fiedler et al., 2016, Pedersen et al., 2014).  
Thus, advanced hearing devices may in the future be able to measure the eye gaze and 
steer the amplification of attended versus unattended audio input accordingly. 
However, even though EOG is closely correlated to eye movements, real-time steering 
from an EOG signal may be difficult to implement. Here, we designed an experiment 
to evaluate the potential of steering audio signals through EOG. Hearing-impaired 
participants were presented one target talker and two competing talkers. Different 
steering conditions were considered: a control condition where the eyes did not 
provide any steering; a condition where the eye gaze was estimated using the EOG 
signal and the audio was steered accordingly, and an ideal condition where the eye 
gaze was accurately detected through an eye tracker and the audio was steered 
accordingly. 

METHODS 

Participants  

Eleven hearing-impaired participants took part in the study. Their average age was 75 
years, with a standard deviation of 8.9 years. Their audiograms showed moderate to 
moderately-severe sensorineural, symmetrical hearing loss; the maximum difference 
between the left and right ear (averaged between 125 and  8000 Hz) was 10 dB and 
the frequency pure-tone average of thresholds at 500, 1000, 2000, and 4000 Hz ranged 
from 45 to 69 dB HL (average 55 dB HL). The participants were wearing state-of-the-
art behind-the-ear devices fitted with the NAL-NL2 rationale with directionality and 
noise reduction features turned off. 

Stimuli and experimental setup 

The participants were presented speech from the Danish DAT material (Nielsen and 
Dau, 2013), an open-set speech corpus with target words embedded in a carrier 
sentence. The material consists of sentences in the form of “Dagmar/Asta/Tine tænkte 
på en skjorte og en mus i går” (“Dagmar/Asta/Tine thought of a shirt and a mouse 
yesterday”). “Skjorte” and “mus” are two target words that change between each 
sentence and between each talker. All sounds were presented diotically via direct 
audio input. The participants were asked to direct their gaze at the talker indicated by 
a light-emitting diode (LED) and to repeat the two target words after the sentence was 
presented. 

The experimental setup is shown in Fig. 1. The participants’ head was fixed by a chin-
rest. In front of the participant, at a distance of 72 cm, the voices of three talkers (one 
target talker, two interferers) were presented from the locations −30°, 0° and +30° 
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azimuth relative to the chin-rest. The sounds were generated via generic head-related 
transfer functions (HRTFs) corresponding to the three directions. The level of the 
target talker was initially 6 dB higher than the level of each of the interfering maskers. 
This was done since hearing-impaired listeners typically have a speech reception 
threshold (corresponding to 50% correct speech intelligibility) at a target-to-masker 
ratio (TMR) of +6 dB (Nielsen and Dau, 2013).  

 

 

Fig. 1: Representation of the experimental setup. There were three talkers 
(one target talker (Tine in this example), indicated by an active LED, and two 
interfering talkers) in front of the participant. The head was fixed with a chin-
rest and the eye gaze was measured with an eye tracker and estimated via 
EOG. 

 
In the control condition (without steering), the behavior of the participant had no 
impact on the presentation of the audio signal. In the “EOG steering” condition, the 
EOG signal was used to estimate the eye gaze and to amplify the audio coming from 
the estimated target talker. In the “eye-tracking” steering condition, the eye gaze of 
the participant was detected through an eye tracker. In the “EOG steering”  and the 
“eye-tracking” conditions, the audio signal coming from the visually attended talker 
at was amplified by additional 12 dB to ensure that the participant could clearly 
identify the target source while still perceiving the interferers (McShefferty et al., 
2016).One training list of 20 sentences and three test lists of 20 sentences were used 
for each condition. The target switched randomly between each sentence such that 
each talker was presented at least six times per list and each possible transition 
occurred at least twice. 

In the eye-tracking condition, the gaze was estimated at a rate of 30 Hz using an 
Eyetribe eye tracker (The Eye Tribe ApS, Copenhagen, Denmark). For practical 
reasons the calibration of the eye tracker was set once and was not adjusted to each 
individual participant. For the EOG signal, the bioelectric potentials were measured 
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with a g.tec biosignal amplifier (medical engineering GmbH, Schiedlberg, Austria) 
sampling at 256 Hz, using three in-ear electrodes in each ear, an electrode on each 
temple and a reference and a ground electrode on the arm. The EarEOG signal studied 
was from the cleanest electrode in the right ear re-referenced to the cleanest electrode 
in the left ear, the EOG signal studied was from the electrode on the right temple re-
referenced to the electrode on the left temple. Originally, the goal was to use in-ear 
electrodes (EarEOG) to steer the amplification instead of surface EOG on the temples. 
However, during testing the EarEOG signal was considered to be too noisy to be 
reliably used for steering at this stage. Therefore, the EOG signal, which is less 
affected by noise interference, was considered instead.  

EOG steering algorithm 

The main challenge of using EOG in real-time is a direct current (DC) drift that is 
created by the interface between the skin and the electrodes (Huigen et al., 2002; 
Favre-Félix et al., 2017). Therefore, it is not straightforward to accurately determine 
the eye gaze relative to the nose from these measurements, whereas eye movements 
indicative of attention switch can easily be detected. In order to extract meaningful 
information, a bandpass filter with cut-off frequencies of 0.1 and 4 Hz was applied to 
the EOG signal. This filtering is effective when the eyes move rapidly (i.e. when the 
eyes stay less than two seconds on a target), but not when the eyes are fixated on a 
target. When the eyes are fixated, low-frequency components appear in the EOG, 
which are then filtered out such that the signal approaches zero. The algorithm used 
in this study was designed to detect the changes in eye gaze, to estimate when the eyes 
switch from one target to another and to anticipate this modification of the EOG signal 
caused by the filtering. According to the positioning of the electrodes that were used 
to measure the EOG, the filtered EOG signal was positive when the eyes moved to 
the right and the filtered EOG signal was negative when the eyes moved to the left  
Since there are three possible targets, five patterns of potential movements can occur:  
no movement, switching to a target on the right, switching to a target on the left, 
switching to two targets on the right and switching to two targets on the left. 

For this continuous classification, two thresholds were set. The first threshold 
differentiated between a movement and no movement. The second threshold, higher 
than the first one, differentiated between switching by one or two targets as illustrated 
in Fig. 2. The sign of the EOG signal indicated whether the eyes were moving to the 
left or to the right. A target change was detected when the signal remained above the 
threshold for 500 ms. This allowed the system to be robust against brief noises, such 
as eye blinks and jaw movements. Once a target change was detected, the EOG signal 
was reset to zero to anticipate the modification caused by the filtering. Using this 
classification system, a mistake could potentially propagate over several sentences 
Therefore, the algorithm was reset to the middle target in the beginning of each list of 
20 sentences. When the participant repeated the words they heard, the algorithm was 
locked because jaw movements are known to have a strong influence on the in-ear 
electrode signal. 
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Fig. 2: Decision tree representing the decisions taken by the algorithm to 
estimate attention shift for the EOG steering system. First, the algorithm 
evaluates the sign of the filtered EOG to determine the direction the eyes are 
moving. Then the signal is compared to thresholds values to decide if the 
estimated eye movement is large enough to change the target source and, if 
so, to decide to switch to a target. Finally, the algorithm controls that the 
signal change is not caused by a transient noise. 

 

Analysis 

The analysis of the data focused on the results obtained from the seven participants 
for whom EOG data were measured. For the other four participants, for whom only 
EarEOG signals were recorded, the data were too noisy for the algorithm to detect the 
attended target reliably. The scoring of the correctly repeated words per sentence from 
the DAT material was measured. Two aspects of that score were considered: the score 
of individual words that were correctly repeated, and the score of full sentences that 
were correctly repeated. A t-test analysis was applied to compare these scores between 
conditions, averaged across participants. 

The accuracy of the eye-gaze detection algorithm was estimated throughout the whole 
duration of the experiment, including during the “no steering” and the “eye-tracker 
steering” conditions. For the duration of each sentence, the estimated target was 
compared to the target the participant was supposed to attend. Analysis showed two 
types of errors: when the algorithm changed the target while the sentence was playing, 
representing a “switch error”, and when the algorithm was fixed on the wrong target, 
in which case it was possible to estimate how much the algorithm deviated from the 
attended target. 
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RESULTS 

In terms of word scoring, in the “no steering” condition the participants repeated the 
word correctly 58.1% of the time, on average, with a standard deviation of 19.3%. In 
the “EOG steering” condition, the percentage of correct responses was 66.2%, with a 
standard deviation of 21.7%. In the “eye-tracker steering” condition, the percentage 
correct was 84.9% with a standard deviation of 11.9%. There was a significant 
difference between the “no steering” and “eye-tracker steering” conditions 
(p<0.00001) and between the “eye-tracker steering” and “EOG steering” conditions 
(p<0,001), but no significant difference between the “no steering” and the “EOG 
steering” conditions as illustrated in the left panel in Fig. 3. 
 

 

Fig. 3: Average word scoring (left panel) per condition and average sentence 
scoring (right panel) per condition (* p<0.01; ** p<0.001; *** p<0.00001) in the 
three conditions with “no steering”, “EOG steering” and “Eye-tracker steering”. 

 
In terms of sentence scoring, in the “no steering” condition the participants, on 
average, repeated the whole sentence correctly 38.8% of the time, with a standard 
deviation of 22%. In the “EOG steering” condition, the corresponding percentage 
correct was 61.7%, with a standard deviation of 23.4%. In the “eye-tracker steering” 
condition, the percentage amounted to 78.1% (standard deviation 15.8%). There was 
a significant difference between the “no steering” and “eye-tracker steering” 
conditions (p<0.00001), between the “EOG steering” and “eye-tracker steering” 
conditions (p<0,01) and between the “no steering” and the “EOG steering” conditions 
(p<0,01) as illustrated in the right panel in Fig. 3. 

The algorithm to estimate the attended target through EOG had an accuracy of 65%. 
The algorithm erroneously detected a change in the middle of a sentence 8.5% of the 
time and selected the wrong target 26.5% of the time. Specifically, 13.5% of the time 
the left neighbour was selected, 7% the right neighbour, 3% the left target when it 
actually was the one to the right, and 3% the right target when it actually was the one 
to the left. This error distribution is illustrated in Fig. 4. Since there are three targets, 
a random selection of the target would result in 33% accuracy, or less if the change 
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during the sentence was taken into account. Therefore, the target estimation algorithm 
used in this experiment was considered effective. 
 

 
Fig. 4: Histogram representing the accuracy of the algorithm representing the 
distribution of correct (“0”) and incorrect decisions (“+/−1”, “+/−2”, switch). 

 

DISCUSSION 

In this study, we evaluated the potential of steering audio signals through EOG. When 
estimating EOG from surface electrodes, a significant improvement was seen in 
sentence performance but not for word scoring compared to the no steering condition. 
However, the performance of the EOG was in both cases significantly less compared 
to the ideal condition using an eye tracker to estimate gaze direction. 

The EOG estimates were based on surface electrodes on the temples, although the 
original goal was to use EarEOG. Unfortunately, the EarEOG were too noisy to run 
the algorithm. This phenomenon was an unexpected challenge, as previous recordings 
of EarEOG did not display such noise issues (Favre-Félix et al., 2017). Furthermore, 
the setup in this experiment was tested in a pilot experiment before the actual study 
presented in this paper was conducted. It is possible that the participants of the present 
study felt less comfortable with the experimental setup than those involved during 
pilot testing. Further studies both with normal-hearing and hearing-impaired listeners 
will clarify the origin of the noise. 

The results obtained with both word and sentence scoring using the eye-tracker 
steering demonstrated the potential of a device that is steered via eye gaze. There were 
still some errors in this condition, mostly resulting from the calibration of the eye 
tracker that was not adjusted to the individual participant. Based on the results 
obtained in this study, a future technology to separate voices in a “cocktail-party” like 
situation may be based on gaze steering. This could for example be utilized by using 
a remote microphone for each talker. These results demonstrate that, in such a 
scenario, a steering device controlled by the eyes may greatly benefit the user. 
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When the EOG steering algorithm selects the correct target, the whole sentence is 
amplified by 12 dB. Therefore, if one of the target words is repeated correctly it is 
likely that the other target word will also be correct. This is not the case in the “no 
steering” condition. This may explain the significant difference between the two 
conditions in the case of sentence scoring. The EOG steering algorithm is helpful and 
increases performance. However, the error rate needs to be minimized before the 
algorithm can be considered in a realistic implementation.  

Moreover, in the current system, classification errors may propagate over several 
sentences. Since only EOG was used for that steering condition, no additional 
information was provided for a better error estimation, e.g. via Kalman filtering. 
Information provided by e.g., head movements and an eye-gaze behavior model that 
takes head movements into account may allow a better estimation of the visual 
attention and, thus, may reduce the number of errors to a satisfying degree. 

Indeed, in the tests of the present study, the participants had their head fixed, which is 
unnatural during a conversation. Further studies will take head movement into 
account. Head movement can be estimated using an accelerometer, a gyroscope and a 
magnetometer, which can easily be implemented inside a hearing aid. 

In conclusion, this study has demonstrated the advantage of applying a steering 
interface to hearing impaired persons to increase speech intelligibility. However, the 
study also pointed out challenges of noise reduction from in-ear sensors and the need 
for additional studies allowing free movements of the head.  
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Digital hearing aids usually provide different hearing aid programs. This 
means different settings can be selected to adapt the signal processing to 
different hearing situations. Furthermore, advanced devices often include a 
classification algorithm that continuously analyses the acoustic environment 
and automatically selects a hearing aid program accordingly. However, there 
exists no method to analyse this adaptive feature. Therefore, we present a 
possibility to analyse and test which hearing aid program is active in a specific 
hearing situation. To proof the concept, hearing aids of two different 
manufacturers are analysed. These results give insights into the differences 
between classification strategies and classification quality among hearing aid 
manufacturers. Moreover, it shows that some signals, which humans can 
easily classify, are difficult to classify for hearing aids. Furthermore, the result 
of one device is compared with the classification entries of the data logging 
feature, which shows good agreement and verifies the new method. In 
addition, this comparison shows that the new method allows for a more 
comprehensive analysis so that using the data logging is no reasonable 
alternative. 

INTRODUCTION  

Digital hearing aids usually provide different hearing aid programs. This means the 
hearing aid can store different set of parameters, defining the signal processing, which 
is useful to adapt the signal processing to different hearing situations (Schaub, 2008; 
Husstedt, 2016). For some devices, the user manually selects the desired hearing aid 
program (see Fig. 1a). For more advanced devices, a classification algorithm 
continuously analyses the acoustic environment and selects a hearing aid program 
accordingly (see Fig. 1b). However, neither for the hearing aid user nor for the hearing 
aid professional is it clear what program the hearing aid actually selects in a specific 
hearing situation. Manufacturers pursuing different strategies so that different hearing 
aids may classify the same hearing situation differently. Furthermore, the hearing aid 
does not always select the proper hearing aid program, since the classification of 
hearing situations is still a difficult task (Tchorz et al., 2016). A false classification 
causes an improper signal processing and thus may reduce speech intelligibility, 
comfort, and user satisfaction.  
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In this work, we present a method that allows one to analyse and test the automatic 
selection of hearing aid programs. With this method, measurement results show which 
hearing aid program is active in a specific hearing situation. This gives insights into 
the classification strategy of hearing aid manufacturers and helps to evaluate the 
performance and quality of the applied classification algorithms. The rest of the paper 
is organized as follows. First, the measurement procedure is explained in detail. Then, 
it is demonstrated how the method is applied to two state-of-the-art hearing aids. 
Moreover, to verify the new method, the result of one device is compared with the 
entries of the data logging feature. Finally, the results are summarized and a 
conclusion is drawn.  

Fig. 1: Visualisation of the manual (a) and automatic (b) selection of hearing 
aid programs (HAP). 

MEASUREMENT PROCEDURE 

Preliminary part 

In order to analyse the automatic selection of hearing aid programs, it is necessary to 
choose test signals representative for every hearing situation considered (e.g., music 
for the music program). Then, every of the 	hearing aid programs is configured in an 
arbitrary way as reference, e.g., with reference test gain (RTG). However, it is not 
important to have equal configurations for different hearing aid programs. In a next 
step, every of the test signals is successively presented to the hearing aid and each 
time the output signal is measured and saved as reference (see upper left part of 
Fig. 2). 
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Measurement part 

During the measurement part, 	measurement cycles are performed where a marker is 
set just to one hearing aid program at a time. In this context, setting a marker means 
changing the signal processing of the corresponding hearing aid program so that a 
change of the output signal is noticeable. For instance, setting a marker could be 
realized by simply changing the gain for the corresponding hearing aid program. 
During each measurement cycle, all test signals are presented to the hearing aid, and 
each time the output signal is measured (see Fig. 2). These signals are then compared 
with the reference signals saved during the preliminary part. The comparison clearly 
shows which signal is affected by the marker. In the ideal case, a difference only 
occurs for that signal where a maker is set to the corresponding hearing aid program. 
If for example a marker is set to the speech program, a difference should only occur 
for speech signals. However, if we consider that the output signal is affected when 
speech is present and a marker is set to the music program, one can conclude that the 
speech signal is classified as music.  

 

  

 
Fig. 2: Visualisation of the preliminary measurement and saving of the 
reference signals (upper left part). The other parts of the figure visualise the 
measurement cycles where the maker is set to hearing aid program 1, 2, and 

. In this visualisation, only one input signal is presented for each hearing aid 
program (HAP) so that the number of test signals  is equal to the number of 
HAPs . Moreover, the input signal and the corresponding HAP have the 
same index – e.g., if input signal 1 represents a speech signal, HAP 1 is the 
speech program. 
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MEASURMENT 

Test signals 

A comparison of several hearing aid manufacturers shows that most of the upper class 
models can at least distinguish between the following listening situations: speech, 
speech in noise, music, and noise. Thus, these listening situations are considered in 
the following (see Table 1). Furthermore, it is important to mention that many devices 
can also classify the situation “quiet”. However, without any input signal, the method 
is not applicable so that this situation is not considered. Nevertheless, this is no 
significant limitation, because in quiet, there is no external input signal that can be 
processed so that it is of minor interest for user what signal processing is active. 

 

Index 
Listening 
situation 

Test signal 

1 Speech ISTS 65 dB 
2 Speech + Noise ISTS 65 dB + IFnoise 60 dB 
3 Speech + Noise ISTS 65 dB + IFnoise 50 dB 
4 Speech Audio book 65 dB 
5 Speech + Noise Audio book 65 dB + IFnoise 60 dB 
6 Speech + Noise Audio book 65 dB + IFnoise 50 dB 
7 Music Piano 65 dB 
8 Music Violine 65 dB 
9 Noise IFnoise 65 dB 
10 Noise Gravel sieving 65 dB 
 

Table 1: List of test signals used for the measurements. The index indicates 
in which order the signals are presented to the hearing aid, and the loudness 
is given as sound pressure level (SPL) in decibel. 

 

For each of the four listening situations at least two test signals are chosen (see Table 
1). For speech, the International Speech Test Signal (ISTS; Holube et al., 2010) and 
the German audio book “Abendlied” are used. For speech in noise, both speech signals 
are mixed with the International Female Noise (IFnoise) with signal-to-noise ratios 
(SNR) of +5 dB and +15 dB. The IFnoise was generated by using multiple overlapping 
of the speech material of the ISTS so that it has the same long-term average spectrum 
as the ISTS (EHIMA, 2016). As test signals for music, a piano and a violin track 
without any voices are used. Finally, as noise, the IFnoise and an industry noise caused 
by gravel sieving are considered. 

Study design 

Two upper class hearing aids of two different manufacturers are analysed with the 
new method. During the measurement, the ten test signals of Table 1 are presented in 

146



 
 
 
A method to analyse and test the automatic selection of hearing aid programs 

a free field, and the output signal is recorded with an ear simulator according to IEC 
60318-4. To program the devices, in the fitting software, the “first fit” function is used 
for a hearing loss of type N3 according to IEC 60118-15. As marker, a reduction of 
the gain of approx. 20 dB between 1 kHz and 3 kHz is programed. For the comparison 
of each output signal with the reference, several measures are possible, e.g., simply 
comparing the overall sound pressure level (SPL). However, it turned out that a more 
robust and more sensitive method is using the 1/3 octave levels of both signals. Hence, 
the differences for all 1/3 octave levels between 500 Hz and 8 kHz are computed and 
then, the root mean square (RMS) of these differences is calculated. This RMS of all 
1/3 octave level differences is shortly denoted as Δ with Δ  = dB, and used for all 
results presented in the following. Figures 3 and 4 show the results of hearing aid I 
and II, respectively. In these figures, the darkness of the pixels represents the values 
of Δ. Repeatability measurements show that the impact of measurement tolerances on 
Δ is below 0.4 dB. Therefore, the darkness map begins at 0.5 dB so that all values 
below 0.5 dB result in white pixels. Moreover, values of Δ between 0.5 dB and 2 dB 
are coloured by a grey scale to indicate small differences. Values of Δ above 2 dB are 
represented by a black pixel, since a clear effect of the marker can be recognized.  

The focus of this study is on the final result of the classification algorithms, rather 
than on the transient behaviour. Therefore, both hearing aids have 55 s time to adopt 
to a test signal, and the output signal between 55 s to 60 s is evaluated only. 
Furthermore, Figs. 3 and 4 also include the expected classification, which is indicated 
by crosses. Nevertheless, since no standardized definitions exist for hearing situations, 
it is not clear what signal-to-noise ratio (SNR) separates speech, speech in noise, and 
noise. Consequently, the crosses especially for speech, and speech in noise should not 
be interpreted as correct or ideal classification.  

Results 

If we have a look at the results of device I and II, we can notice that the same input 
signal triggers more than one hearing aid program. An explanation for this effect can 
be that the hearing aid is switching back and forth between two hearing aid programs, 
or that the signal processing of two hearing aid programs is superposed. A reason for 
superposition could be that hearing aids do not hardly switch between different 
hearing situations, but allow for a smooth transition. An analysis of the transient 
behaviour can give deeper insights, but is not the focus of this work. 

If we look at the results for test signals 1 to 6 with speech and speech in noise, we see 
that both devices mainly detect speech or speech in noise. Device I more often detects 
speech and not speech in noise, e.g., if we look at the results for test signal “Audio 
book 65 dB + IFnoise 50 dB”. However, as explained in the foregoing, there is no 
clear definition of what SNR separates speech and speech in noise, so that both results 
can be seen as appropriate classification. However, device I classifies “ISTS 65 dB + 
IFnoise 60 dB”, and device II classifies “ISTS 65 dB” partly as noise. If we assume 
this effect to be stronger, it might be a problem for the hearing aid user, because speech 
is processed as noise so that may be the gain for speech is reduced. On the other hand, 
we see that device I partly detects the IFnoise, which has the same long-term average 
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spectrum as the ISTS, as speech in noise. This could lead to discomfort, because the 
noise is processes as speech so that the gain for the noise could be elevated. As another 
peculiarity, device II classifies the test signal “Piano 65 dB” as speech. This is 
astonishing, since the test signal does not include any voices and no human would 
classify this track as speech. 

 

 

 
Fig. 3: Measurement results for device I evaluated in the time between 55 s 
to 60 s. The crosses indicate the expected classification.  

 

 

 
Fig. 4: Measurement results for device II evaluated in the time between 55 s 
to 60 s. The crosses indicate the expected classification.  
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COMPARISON WITH RESULTS OF THE DATA LOGGING FEATURE 

Most modern hearing aids provide a feature commonly denoted as data logging. This 
feature shows the hearing aid professional information about the use of the hearing 
aid so that the fitting can better be adapted to the individual needs of the patient. As 
one type of information, many hearing aids log the hearing situation experienced by 
the user. In the fitting software this results is often depicted as relative time data in 
percentage, e.g., 30 % of the time the user experienced noise, etc.  

Exactly these data are used to verify the new method. To this end, one test signal is 
presented to device II for 1 h, and afterwards, each time the result of the data logging 
is read out. A long presentation time is necessary, since the data logging does not store 
signals presented for a few minutes only. Figure 5 depicts the results of the data 
logging feature in a format similar to the results of Fig.3 and Fig. 4. The only 
difference is that the colour map represents the relative time in percentage.  

 

 

 
Fig. 5: Results of the data logging feature for device II (see also Fig. 4). One 
signal is presented for 1 h, and afterwards, each time the result of the data 
logging is read out. 

 

If we compare the results of Fig. 4 with the results of Fig. 5, we see almost no 
difference. Only the result for the test signal “ISTS 65 dB” does not completely agree. 
Both figures show a classification as speech whereas in Fig. 4 the signal is additionally 
classified as speech in noise, and noise. There are multiple possible reasons for this 
difference, e.g., the classification has not reached the steady state after 55 s as in Fig. 
4 so that the result is different in Fig. 5 where 1h is considered. Another reason could 
be that the hearing aid switches between multiple hearing situation, but speech in noise 
and noise is not detected often enough to be stored in the data logging feature.  
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CONCLUSION 

The method presented allows one to analyse what hearing aid program is 
automatically selected by the hearing aid in a specific hearing situation. This gives 
insights into the classification strategy and quality among different hearing aid 
manufacturers – e.g., the results show that the SNR at which speech is separated from 
speech in noise varies for different manufacturers. Furthermore, there are some signals 
such as the IFnoise or the piano track, which are easy to classify for humans, but can 
be difficult to classify for hearing aids. 

In addition, a comparison of the results of one hearing aid with results of the data 
logging feature shows good agreement and verifies the new method. Nevertheless, 
using the data logging is no reasonable alternative, because entries in the data logging 
are stored only after a long time (usually > 30 min). Thus, measurements take multiple 
hours. Moreover, the data logging only shows what hearing situation has been 
detected, but not if the corresponding signal processing is really active. Finally, 
another advantage of the new method over the data logging is that also the transient 
behaviour of the automatic selection of hearing aid programs can be analysed. This is 
very useful, since not only the reliability but also the time until a new situation has 
been classified is very important for the hearing aid user. Therefore, this will be 
subject of future work. 
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This study examined differences in benefit from bilateral directional 
processing. Groups of listeners with symmetric or asymmetric audiograms 
<2 kHz, a large spread in the binaural contribution to speech-in-noise 
reception (i.e., the binaural intelligibility level difference, BILD), and no 
difference in age or overall degree of hearing loss took part. Aided speech 
reception was measured using virtual acoustics together with a simulation of 
a linked pair of closed-fit behind-the-ear hearing aids. Five processing 
schemes and three acoustic scenarios were used. The processing schemes 
differed in the trade-off between signal-to-noise ratio (SNR) improvement 
and binaural cue preservation. The acoustic scenarios consisted of a frontal 
target talker and two lateral speech maskers or spatially diffuse noise. For 
both groups, a significant interaction between BILD, processing scheme and 
acoustic scenario was found. This interaction implied that, for lateral speech 
maskers, users with BILDs >2 dB profited more from low-frequency binaural 
cues than from greater SNR improvement, while for smaller BILDs the 
opposite was true. Audiometric asymmetry reduced the BILD influence. In 
spatially diffuse noise, the maximal SNR improvement was beneficial. 
Moreover, binaural tone-in-noise detection performance (N0S threshold) at 
500 Hz predicted the benefit from low-frequency binaural cues effectively. 
These results provide a basis for adapting bilateral directional processing to 
the user and the scenario. 

INTRODUCTION 

Although hearing-impaired listeners can differ substantially in their speech-in-noise 
abilities, the responsible factors are yet to be fully understood. As a consequence, 
ways of addressing these differences with hearing devices remain scarce. The current 
study aimed to shed more light on the factors driving benefit from binaural 
information for speech-in-noise reception, and to identify ways of tailoring directional 
hearing aid (HA) processing to individual hearing abilities. In a previous study, we 
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screened almost 80 elderly hearing-impaired listeners with a large spread in the 
absolute across-ear difference in low-frequency (<2 kHz) pure-tone average hearing 
thresholds (PTALF) in terms of the binaural contribution to speech-in-noise 
reception (Neher, 2017). To that end, we used the so-called binaural intelligibility 
level difference (BILD). The BILD is a measure of the improvement – or lack thereof 
– in speech-in-noise reception due to binaural processing (e.g., Kollmeier, 1996).
Using virtual acoustics, we simulated a frontal target talker in the presence of a lateral
speech-shaped noise masker and amplified the resultant stimuli according to the
‘National Acoustic Laboratories–Revised Profound’ (NAL-RP) fitting rule (Dillon,
2012). By taking the difference between the binaural and the monaural (i.e., better-
ear) speech reception thresholds (SRTs), we then quantified the BILD, reflecting the
change in signal-to-noise ratio (SNR) due to binaural interaction. Typically, normal-
hearing listeners obtain BILDs of ~4 dB (e.g., Santurette and Dau, 2012).

In the current study, we tested a carefully selected subset of these listeners further. 
Using a computer simulation of a linked pair of behind-the-ear (BTE) HAs, we 
performed aided speech reception measurements with five directional processing 
conditions in three acoustic scenarios. The processing conditions differed in the trade-
off between SNR improvement and binaural cue preservation. The acoustic scenarios 
differed primarily in terms of the noise characteristics (lateral speech maskers vs. 
spatially diffuse noise). Our aims were (1) to relate PTALF and BILD to 
performance with the different directional processing schemes, and (2) to investigate 
if a simple binaural tone-in-noise detection measure can be used to predict the benefit 
from binaural cue preservation. 

Below, we provide a summary of our methods and results. More detailed information 
can be found in (Neher et al., 2017). 

METHODS 

Participants 

Forty listeners aged 62-80 yr (mean: 73 yr) participated in the current study. Their 
pure-tone average hearing loss calculated across 0.5, 1, 2 and 4 kHz and left and right 
ears (PTA4) ranged from 35 to 69 dB HL (mean: 52 dB HL). The participants had 
either ‘symmetric’ PTALF (N = 20; mean: 3 dB; range: 0-6 dB) or ‘asymmetric’ 
PTALF (N = 20; mean: 23 dB; range: 15-39 dB). Furthermore, the two groups 
exhibited substantial and comparable spread in the BILD (ranges: 0.2 to 5.2 vs. 0.4 
to 4.7 dB; means: 2.6 vs. 2.5 dB). To control for potentially confounding effects, we 
made sure that the two groups were matched in terms of age (means: 74 vs. 72 yr) and 
PTA4 (means: 52 vs. 53 dB HL). 

In the study of Neher (2017), the 40 participants were characterised further using some 
psychoacoustic and cognitive tests. These included binaural tone-in-noise detection 
measurements (i.e., N0S0 and N0S thresholds) at 0.5 and 1 kHz. Furthermore, they 
included a reading span test for the assessment of working memory capacity (Carroll 
et al., 2015) and a ‘distractibility’ test for the assessment of selective attention 
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(Zimmermann and Fimm, 2012). Statistical analyses showed that the BILD was 
strongly correlated with the N0S detection threshold at 500 Hz (Pearson’s r 
correlation coefficient = 0.72, p < 0.00001) and that the two groups only differed in 
terms of PTALF (p < 0.00001) and reading span (p = 0.036). 

HA conditions 

For simulating the different HA conditions, we used impulse response measurements 
made with a head-and-torso simulator equipped with two behind-the-ear (HA) 
dummies (Kayser et al., 2009) together with the Master Hearing Aid research platform 
of Grimm et al. (2006). The directional processing conditions were all based on fixed, 
forward-facing microphone arrays, i.e., they were non-adaptive and steered towards 
0 azimuth. The first (pinna) condition simulated two unilateral BTE devices with a 
modest degree of directivity above ~1 kHz. This resulted in a dichotic stimulus with 
binaural cues available across the entire frequency range. The second (beamfull) 
condition achieved maximal SNR improvement (~4.5 dB speech-weighted re. pinna) 
at the cost of binaural cue preservation. It resulted in a diotic stimulus across the entire 
frequency range. The third (beam>0.8k) and fourth (beam<2k) conditions were 
hybrid versions of the pinna and beamfull conditions. The beam>0.8k condition 
corresponded to the pinna condition below 0.8 kHz and to the beamfull condition 
above 0.8 kHz. The beam<2k condition corresponded to the pinna condition above     
2 kHz and to the beamfull condition below 2 kHz. Thus, the beam>0.8k condition 
resulted in a dichotic stimulus in the low-frequency range and in a diotic stimulus in 
the mid- and high-frequency range. In contrast, the beam<2k condition resulted in a 
diotic stimulus in the low- and mid-frequency range and in a dichotic stimulus in the 
high-frequency range. Compared to the beamfull condition, the beam>0.8k and 
beam<2k conditions achieved less SNR improvement (~2 dB and ~3 dB speech-
weighted re. pinna). The fifth (beambetter) condition was identical to the beamfull 
condition except that only the ear with the better speech-in-noise reception was 
stimulated (corresponding to bilateral contralateral routing of signals; BICROS). It 
therefore resulted in a monaural stimulus. Figure 1 shows polar patterns of the 
different directional processing conditions. Following the directional processing, we 
applied NAL-RP amplification to ensure adequate audibility. 

Acoustic scenarios 

We evaluated the different HA conditions in three acoustic scenarios. The scenarios 
comprised a frontal target talker uttering sentences from the Oldenburg sentence test 
(OLSA; Wagener et al., 1999). As maskers, we used three types of signals: (1) a 
recording of another male speaker uttering OLSA sentences, (2) a modified version 
of the International Speech Test Signal (ISTS; Holube et al., 2010), and (3) a 
recording made in a large cafeteria (T60 = 1.25 sec) during a busy lunch hour (Kayser 
et al., 2009). The OLSA masker consisted of 10 sentences that were concatenated 
without any pauses. The fundamental frequency of the speaker uttering these 
sentences was very similar to that of the target speaker (~110 Hz). The ISTS masker 
used here was identical to the original ISTS except that its fundamental frequency was 
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Fig. 1 (colour version online): Polar patterns of the pinna (left ear), beamfull 
(both ears), beam>0.8k (left ear), and beam<2k (left ear) settings calculated 
in octave bands with centre frequencies of 125, 250, 500, 1000, 2000, 4000 
and 8000 Hz (see legend). The azimuth is in degrees and the gain in decibels. 

lowered to match that of the target speaker. Thus, the main difference between the 
OLSA and ISTS maskers was that the latter was largely unintelligible. The OLSA and 
ISTS maskers were presented from ±60 azimuth. Below, we refer to the three 
stimulus conditions as the olsa60, ists60 and cafnois scenarios. 

For each combination of acoustic scenario and HA condition, we measured two SRTs 
(corresponding to 50%-correct speech intelligibility) per participant. A correlation 
analysis revealed that the test-retest reliability of these measurements was very good 
(all r > 0.73, all p < 0.00001). 

RESULTS 

Due to the bimodal distribution of the PTALF data, we performed separate analyses 
of variance on the data from the symmetric and asymmetric groups. In each case, we 
included acoustic scenario and HA condition as within-subject factors and the BILD 
as a covariate. Furthermore, we initially also included age, PTA4, reading span and 
distractibility to control for potentially confounding effects due to these 
characteristics. Because age and distractibility did not contribute significantly to the 
models, we excluded them from all additional analyses. 

For both groups, we found significant main effects of the BILD (p < 0.001) and 
acoustic scenario (p < 0.00001), a significant two-way interaction between HA 
condition and acoustic scenario (p < 0.00001) and a significant three-way interaction 
between the BILD, HA condition and acoustic scenario (p < 0.016). Follow-up 
analyses revealed (1) a strong negative association between the BILD and the SRT 
(r < 0.76), (2) better performance in the ists60 scenario than in the other two 
scenarios, (3) a very similar influence of the different HA conditions on performance 
in the olsa60 and ists60 scenarios but not in the cafnois scenario, (4) a differential 
influence of the BILD on performance with the different HA conditions in the osla60 
and ists60 scenarios but not in the cafnois scenario, and (5) no performance benefits 
due to beambetter processing. 
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Symmetric group 

Figure 2 shows scatter plots of the SRT and BILD data from the symmetric group for 
each acoustic scenario and HA condition together with regression lines. These plots 
indicate that, in situations with intelligible (olsa60) or unintelligible (ists60) speech 
maskers, participants with BILDs >2 dB profited from the preservation of low-
frequency binaural cues (pinna and beam>0.8k). In contrast, for smaller BILDs and 
for spatially diffuse conditions (cafnois) in general, the maximal SNR improvement 
(beamfull) was beneficial. The plots also illustrate the negative association between 
the BILD and the SRT mentioned above. 

Fig. 2 (colour version online): Scatter plots of the BILD and SRT data for 
the symmetric group. Left: olsa60 scenario; Middle: ists60 scenario; Right: 
cafnois scenario. Least-squares regression lines corresponding to the pinna 
(long-dashed black line, unfilled black diamonds), beamfull (short-dashed red 
line, unfilled red circles), beam>0.8k (double green line, filled green 
diamonds), beam<2k (solid purple line, filled purple circles), and beambetter 
(dotted yellow line, filled yellow triangles) settings are also shown. 

Asymmetric group 

Figure 3 shows scatter plots of the SRT and BILD data from the asymmetric group 
for each acoustic scenario and HA condition together with least-squares regression 
lines. In general, these plots resemble those for the symmetric group (Fig. 2). For the 
asymmetric group, however, the benefit from low-frequency binaural cues (pinna and 
beam<0.8k) relative to more directionality (beamfull and beam<2k) occurred for 
participants with larger BILDs (>2.5 dB), leading to a reduction in the maximal 
benefit from binaural cue preservation (for a BILD of ~5 dB, ~2 dB for the 
asymmetric group vs. ~3 dB for the symmetric group). 
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Fig. 3 (colour version online): Scatter plots of the BILD and SRT data for 
the asymmetric group. Left: olsa60 scenario; Middle: ists60 scenario; Right: 
cafnois scenario. Least-squares regression lines corresponding to the pinna 
(long-dashed black line, unfilled black diamonds), beamfull (short-dashed red 
line, unfilled red circles), beam>0.8k (double green line, filled green 
diamonds), beam<2k (solid purple line, filled purple circles), and beambetter 
(dotted yellow line, filled yellow triangles) settings are also shown. 

Beambetter setting and abnormal BILDs 

To test if HA users with clearly abnormal BILDs may benefit from the (rather 
extreme) beambetter setting, we analysed the data of a subset of participants with 
BILDs <1 dB (two ‘symmetric’ and three ‘asymmetric’ participants; mean BILD: 0.2 
dB; range: 0.4 to 0.8 dB). Because some of the resultant datasets were not normally 
distributed, we used the Wilcoxon signed-rank test for this. Furthermore, we restricted 
our analysis to a comparison of the beambetter and beamfull settings. For none of the 
acoustic scenarios was there a significant difference between the two, nor was there 
one averaged across acoustic scenarios (all p > 0.17). 

BILD vs. N0S 

As pointed out above, our participants had previously completed N0S detection 
threshold measurements at 500 Hz, which were strongly correlated with the BILD 
data. To test if the BILD and N0S measures can be used interchangeably to predict 
the effects of binaural hearing abilities on speech reception with bilateral directional 
processing, we repeated the analysis of the data from the symmetric group with the 
N0S measure instead of the BILD included. There were significant effects of N0S 
(p < 0.001), HA condition (p < 0.021), acoustic scenario (p < 0.00001), N0S  HA 
condition (p < 0.017), HA condition  acoustic scenario (p < 0.00001) and N0S  HA 
condition  acoustic scenario (p < 0.009). Thus, the results were very similar to those 
obtained with the BILD. 
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SUMMARY 

In the current study, we investigated the influence of binaural hearing abilities, 
audiometric asymmetry <2 kHz and the acoustic scenario on aided speech reception 
with five directional processing schemes. The schemes, which were realized using 
virtual acoustics together with a computer simulation of a pair of completely 
occluding BTE devices, traded SNR improvement against binaural cue preservation 
below 800 Hz or above 2 kHz. In addition, they included a BICROS-like condition 
that combined maximal SNR improvement with better-ear stimulation. The 
participants were two groups of elderly individuals with symmetric or asymmetric 
hearing thresholds <2 kHz, large variation in the BILD, and no difference in age or 
PTA4. Our analyses revealed an influence of the BILD (or, alternatively, N0S 
detection performance at 500 Hz) for intelligible (olsa60) and unintelligible (ists60) 
directional speech maskers from ±60 azimuth. Listeners with BILDs greater than      
2-3 dB benefited more from low-frequency binaural cues than from greater 
directionality, whereas for smaller BILDs the opposite was true. Audiometric 
asymmetry reduced the influence of binaural hearing. Under spatially diffuse 
conditions (cafnois), performance was driven by SNR improvement, with the 
(maximally directional but diotic) beamfull setting giving the best results, irrespective 
of BILD and PTALF status. The BICROS-like scheme did not result in any 
performance benefits, likely because only one of the participants tested here had a 
negative BILD (and thus a disbenefit from binaural interaction). 

Together, these findings provide a valuable basis for adapting bilateral directional 
processing to the user and the acoustic scenario. Ongoing research is concerned with 
investigating their generalizability to clinical HA fittings. 
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A bilateral hearing-aid algorithm that provides directional
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A directional filter or beamformer is a classical approach to ensure speech
intelligibility by suppressing distracting sounds from certain directions. How-
ever, they have some challenges on their own: (a) white-noise gain, (b)
diminished benefit in reverberation, and (c) ‘off-axis’ audibility problems.
In this study a new algorithm which is part of ReSound’s Linx3D’s Bilateral
Directionality III is introduced. It is designed to provide good situational
awareness (SA) while mainting directional benefit (DB). SA is maximized
by combining the sensitivity of both left and right hearing aids to create a true
binaural omnidirectional sensitivity pattern. DB is ensured by promoting the
better-ear effect and thus allowing for better separation of sounds.

INTRODUCTION

The primary purpose of a hearing aid is to restore audibility of a target signal.
The classical approach is to measure a pure-tone audiogram and apply frequency
dependent gains on the microphone input signals. However, it often does not
alleviate the problems hearing impaired have in noisy environments (Kochin, 2010).
Directional filters (or beamforming filters) are one attempt to further address this
problem by suppressing distracting sounds from certain (a-priori) known directions.
They have some challenges on their own as, e.g.:

1. High white noise gain, i.e., creation of noise because of partially equalizing for
inherent low-frequency roll-off;

2. Directional benefit dimishes quickly when reverberation is added (Ricketts,
2003); and

3. Directional filters impede ‘off-axis’ listening. Sounds from the side or rear are
attenuated and might become inaudible creating problems when new sounds are
introduced.

In this study we introduce a new (bilateral) algorithm, within ReSound’s Linx3D
Bilateral Directionality III, that is primarly targeting this last challenge, to promote

∗Corresponding author: tpiechowiak@gnresound.com



better ‘off-axis’ listening while simultaneously not giving up on the directional benefit
a beamformer provides for, e.g., increasing speech intelligbility. With other words,
the new algorithm tries to combine the two complementary concepts situational
awareness (SA) and directional benefit (DB). Basically, the new algorithm in itself
constitutes a beamformer whose target is to provide a combined quasi-omnidirectional
response across ears while simultaneously maintaining a large head-shadow (better-
ear effect) that helps with source separation and speech intelligibility (Bronkhorst,
1988).

THE ALGORITHM

The algorithm processing scheme is depicted in Fig. 1.

Fig. 1: Flowchart of the algorithm. The weights wRi are optimized in the
way to give a quasi-omnidirectional response across ears. The weights on the
left side wLi are fixed to generate a hypercardioid at the left ear. Weights are
optimized offline so the algorithm shown is not adaptive.

The wi(n) are fixed finite-impulse-response (FIR) filters associated with the i-th
mircophone at the left (wLi(n)) and right side (wRi(n)). The output of the right,
respectively left side can be defined as

L(n,Θ) =
2

∑
i=1

wLi(n)∗hLi(n,Θ)∗ s(n) (Eq. 1)

R(n,Θ) =
2

∑
i=1

wRi(n)∗hRi(n,Θ)∗ s(n) (Eq. 2)

where s(n) is the acoustic source and hi(n,Θ) the hearing aid related impulse
responses associated with the i-th microphone and azimuth angle Θ. Note, that
the wLi(n) are not part of the optimization scheme. They are used to generate
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a hypercardiod on the left side as depcited in the figure and are fixed during
optimization. The hypercardioid is part of providing directional benefit.

The algorithm itself is achieved by optimizing the weights wRi(n) in a least-square
sense:

argmin
wRi

{Var [max(L(n,Θk),R(n,Θk))]} k ∈ {1...K} (Eq. 3)

where K is the number of sampled azimuth angles. In this study a resolution of
10◦ was used for that purpose. Minimizing the variance (Var) results in a quasi-
omnidirectional response across ears aiming to provide high SA. Note, that the
optimization is performed off-line, so no information is exchanged between devices
during use of the algorithm. The resulting intensity plots for the left, respectively right
side can be seen in Fig. 2.
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Fig. 2: Intensity plots for the optimized beampattern of the left and right
side across azimuth and frequencies. Bright color illustrates high intensity.
Responses are normalized to the maximum of the front microphone.

THE METRIC

The algorithm poses a fundamental question: What would be an appropriate metric for
characaterizing the two-fold purpose of the algorithm? For example, the Directivity
Index (DI) has usually been used to characterize the strength of the directional benefit
of a beamformer that can be calculated on a manikin (Dittberner, 2007). DI in general
correlates quite well with directional benefit perceived by subjects (Dittberner, 2007).
However, this metric would not be able to account for SA since SA and DB are
complementary concepts. Thus, the need for a reliable metric arises that considers
both SA and DB simultaneously. For this purpose, a new metric is introduced. It
consists of two indices, (a) the Situational Awareness Index (SAI) and (b) the Better-
Ear Index (BEI).

Formally, SAI and BEI are defined as
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Fig. 3: Calculation of the metric. Left panel: Maximum power of across
ears illustrates Situational Awareness Index (SAI). Right panel: Minimum
power across ears (green line) illustrates Better-Ear Index. Grey shaded areas
illustrate meaning of the indices.

SAI = 10 · log10

(
Std(max(PL(Θk),PR(Θk))

max(PL(Θk),PR(Θk)

)
(Eq. 4)

BEI = 10 · log10

(
min(PL(Θk),PR(Θk))

min(PL(Θk),PR(Θk)

)
k ∈ {1...K} (Eq. 5)

where PL, respecticely PR are the powers of the left, respectively right side at angles
Θk, Std denotes standard deviation and ... the mean. Note, that PL ∝ ∑L(n,Θ)2 and
PR ∝ ∑R(n,Θ)2. The metric is defined as

Metric = BEI −SAI (Eq. 6)

In Fig. 3 the meaning of these indices is illustrated by the grey shaded areas. Note,
that BEI resembles the definition of the classical directionality index (DI). However,
while the perceptual effect of DI in its classical definition is based on the attenuation
of sound from other than the frontal direction, providing directional benefit is achieved
by the better-ear effect that. It describes a strategy of listening to a sound primarily
through the ear at which the sound is strongest. It leads to a better separation of
sources from different directions which helps with speech intelligibility. Additionally,
the better-ear effect facilitates loudness summation by boosting frontal signals by 3 dB
in contrast to sound coming from arbitrary other directions. Equation 6 now makes it
possible to determine metric values for different algorithms characterizing how well
they provide SA while at the same time maintaining DB. Figure 4 gives an example
for the metric for an omnidirectional microphone on both ears and the new algorithm
measured on a KEMAR manikin.
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Fig. 4: SAI, BEI and the metric for an symmetric omnidirectional response
on both ears and the new algorithm.

CORRELATION BETWEEN METRIC AND PERCEPTION

One question that arises from the previous sections is “what is the correlation between
the metric and perception?” This section will try to address this question by measuring
situational awareness and directional benefit f or d ifferent m etric v alues. I n order
to generate realistic sound environments and control the value of the metric, a
combination of a virtual test environment with a room simulation software was applied
in this study.

Room simulation software (MCRoomSim)

The room simulation software that was used in this study is MCRoomSim, a free-ware
software tool (Wabnitz et al., 2010). MCRoomSim simulates both specular (‘ray-
tracing’) and diffuse reflections in a rectangular ‘shoebox’ environment. It provides a
MATLAB interface that allows for high level programming and set-up of simulation
parameters. The output of the simulation is a matrix of room-impulse-responses
from each source to each receiver channel which can be directly used in any audio
application as was done in a speech-on-speech intelligibility test for this study.

Test setup

Figure 5 illustrates the setup for the measurement of situational awareness ( a + b )
and directional benefit ( c ):

For SA two distracting speech streams (red symbols) are presented from the frontal
hemisphere while the target speech (green symbol) is presented either from the left or
right side (‘off-axis’). Intelligibility is measured for both situations independently and
the obtained thresholds are averaged. In terms of our abovementioned example this
would correspond to measure how sensitive one is to detecting sounds around you.

Values of metric and test environment

The polar patterns yielding different values of the metric which were applied in this
study are shown in Fig. 6 . These patterns will be applied in MCRoomSim and were
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Fig. 5: Setup for measuring situational awareness ( a + b ) and directional
benefit ( c ). Dark symbols denote distracting sound streams, light symbols
target sound.
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Fig. 6: Polar plots corresponding to increasing the values of the metric
from left to right panel. Low values are characterized by a low situational
awareness as well as small head shadow. Colors indicate sensitivity for the
right (dark) and left ear (light).

applied as a direction-dependent hearing aid receiver gain. The simulated room had a
low reverberation with an average broadband reverberation time of around 0.2 s. The
speech reception thresholds were obtained with the help of a Danish HINT (Nielsen,
2014) implemented in MATLAB.

Subjects

Twelve normal-hearing subjects participated in the test.

RESULTS

Mean results for situational awareness and speech intelligibility are seen in the left and
respectively right panel of Fig. 7. Lower speech reception thresholds (SRT) indicate a
better performance. Dashed grey lines indicate trend lines. For situational awareness,
the best linear fit to the data is given by −0.53dB

dB · x+ 8.02dB while for directional
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benefit the best fit is −0.1dB
dB · x− 8.34dB . Threshold values for directional benefit

are lower than for situational awareness. This is likely due to two effects: Thresholds
for spatial separated sounds are lower for a single masker than for multiple masker
sounds and the target receives a 3-dB boost due to addition of sounds from the frontal
directions for all the investigated metric values.
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Fig. 7: Mean speech reception thresholds (SRT) for situational awareness and
directional benefit. Dashed grey lines indicate trend lines.

The increase in directional benefit with larger metric values is not as large as in the
case of situational awareness. However, there is one reason that the definition of the
new metric makes sense: For this paradigm a higher metric value would result in less
‘off-axis’ attenuation and higher SRTs for a target from the front simply because less
masking energy is attenuated. However, looking at the data this is clearly not the case.
It indicates that the increase in masker energy with increasing metric values can indeed
be compensated through the use of a larger head shadow and thus spatial separation
that follows from an increasing BEI and thus higher metric values.

CONCLUSIONS

The new algorithm in Linx3D’s Bilateral Directionality III tries to combine two
aspects in a single hearing-aid microphone mode:

1. Situational awareness or ability to listen ‘off-axis’

2. Speech intelligibility, the ability to understand speech coming from a certain
direction in most cases the frontal direction

In order to be able to quantify such an approach an effective metric needed to be
developed. The new defined metric fulfills this ne ed. The main purpose of this study
was to correlate the (objective) metric values with perceptual data. In general, the
most important finding in this study is that the new metric seems to be an appropriate
tool for collectively quantifying SA and DB for hearing aid algorithms.
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Comparison of objective and subjective measures of
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Among several behavioural methods for estimating the basilar membrane
input/output function, the temporal masking curve is the most popular.
Distortion product otoacoustic emissions provide an objective measure for
estimating cochlear compression. However, estimates from both methods
have been poorly correlated in previous studies. We hypothesise that this
could be due to the interplay between generator and reflection components
in the recorded otoacoustic emissions. Here, compression estimates obtained
with the two methods were compared at three audiometric frequencies (1,
2, and 4 kHz) for 10 normal-hearing and 6 hearing-impaired listeners.
Distortion-product otoacoustic emissions were evoked using continuously-
swept tones, to separate the generator component and investigate the cor-
responding compressive characteristic. For hearing imapired listeners, the
estimates from the two methods were highly correlated.

INTRODUCTION

While it is not possible to directly measure the basilar membrane input-output
(BMI/O) characteristic in humans, several indirect methods have been proposed. They
can be classified into psychophysical and physiological.

Currently, the temporal masking curve paradigm (TMC, Nelson et al., 2001) is the
most widely used behavioural method for estimating BMI/O. However, the validity of
the method and its several assumptions have been questioned. For instance, Wojtczak
and Oxenham (2010) suggested that BM compression may be overestimated in TMC
experiments, due to slower recovery from forward-masking for an off-frequency
masker than for an on-frequency masker.

While distortion-product otoacoustic emissions (DPOAEs) may be difficult to obtain
for hearing-impaired (HI) listeners, their presence is an indicator of active outer hair
cells (OHC) and BM compression is believed to depend on OHC activity. Specifically,
DPOAEs arise in the presence of two tonal signals (with frequencies f 1 < f 2) and
the strength of the 2 f 1− f 2 DP component is assumed to reflect the strength of the
nonlinearity close to the f 2 characteristic place on the BM. As the levels of the two
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primaries increase, so does the DPOAE response and a DPI/O characteristic can be
derived, as a function of the f 2-level (L2). Several level rules (L1 as a function of
L2) have been proposed to maximize the DPOAE, such as the scissors rule (DP-SC,
Kummer et al.,1998) or equal-level rule (DP-EQ). The response-level maximization
is desired in order to improve the SNR of DP recordings. However, it is not clear
whether any of these rules guarantees maximum DP response at all L2 levels, for
individual listeners.

Investigations of DPI/Os are often complicated by distinctive fine structure in the
recorded DPOAE spectrum. The fine structure arises due to interference between
the generator and reflection DP components. Since the reflection component does
not directly reflect the state of the OHCs in the generator region (Abdala and Kalluri,
2017), the isolated generator component is a more accurate measure of the DPI/O at
the f 2 place.

A comparison of BMI/Os estimated with TMCs and DPOAEs was made for normal
hearing (NH) listeners (Johannesen and Lopez-Poveda, 2008). Correlation between
the corresponding compression exponent estimates was found at 4 kHz, but not
at other frequencies. So far, no correlation has been found in hearing-impaired
(HI) listeners. If the two methods gave correlated results, this would support both
methods. Therefore, the main aim of the study was to reassess the correlation between
the compression ratios (CR) of the BMI/O functions inferred from behavioural and
objective methods for NH and HI listeners, taking into account recent developments
in both physiological and psychophysical procedures. Specifically, a source-unmixing
technique (Long et al., 2008) was employed here. Additionally, forward pressure level
(FPL, Scheperle et al., 2008) calibration was performed to reduce the influence of ear-
canal acoustics on the DPI/O input. Moreover, to assure the testing of a wide BMI/O
dynamic range, TMCs were obtained using the Grid method (Fereczkowski et al.,
2016).

METHOD

Listeners

Single ears from ten NH (all thresholds ≤ 20 dB HL, 125-8000 Hz) and six HI listeners
with sensorineural hearing loss participated in the experiments. The audiometric
thresholds of the HI listeners varied between 25 and 70 dB HL at the tested frequencies
(1, 2, and 4 kHz).

Measurement of DPOAEs

An Etymotic Research ER-10X probe was used for collection of the DPOAE
recordings. DP-primaries were continuously swept tones with a frequency ratio
of 1.22 and the sweep rate was set to 2 s/octave, as in Long et al. (2008).
Since measurements were made for three discrete frequencies, the following sweep
frequency ranges of the second primary were chosen: 0.75-1.5 kHz, 1.5-3 kHz, and
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3-6 kHz. The ranges were selected to place the target frequencies near the temporal
centre of the sweep to avoid edge effects.

Four levels of the second primary (L2) were used (35, 50, 65, and 80 dB SPL), to
span the compressive range of the BMI/O for NH listeners (Neely et al., 2003). Two
primary-level rules were used: (1) the scissors rule (DP-SC), where L1 = 0.4∗L2+39
for L2 below 65 dB SPL and L1 = L2 at and above 65 dB SPL; and (2) the equal-level
rule (DP-EQ), where L1 = L2 for all L2 values. When L2 was at or above 65 dB
SPL, the two rules resulted in the same L1. The primaries were calibrated in situ
approximately once per minute via the FPL, in order to control the level of the stimuli
at the eardrum.

In each of the six tested conditions (three target frequencies and two level-rules) 108
recordings were performed per L2 level. The SNR acceptance criterion was set at
5 dB. The least-squares-fit procedure was used to isolate the DP-generator component
and thus reduce the fine structure in the DP spectrum (Long et al., 2008). If the
generator-component response levels could be estimated for at least two L2 values,
the correspondiing CR was estimated as an inverse of the regression slope.

Temporal masking curves (TMC)

The TMC method is based on forward masking, where the listener’s task is to detect a
target tone following a masker tone. Pure tones were used with a duration of 200 ms
(masker) and 16 ms (target). All tones were gated with 8 ms raised-cosine ramps,
hence the target had no steady-state portion. The target frequencies were the same
as in the DPOAE experiment (1, 2, and 4 kHz). Four conditions were used. In three
on-frequency conditions, the masker frequency was same as the target frequency. The
fourth condition was the off-frequency condition, where a 2.2-kHz masker and 4-
kHz target served to obtain a single linear reference for all on-frequency conditions.
The single-reference approach is similar to that of Johannesen and Lopez-Poveda
(2008) and is based on the assumption of frequency-independence of post-cochlear
decay. When elevated thresholds and the maximum level limitation rendered the 4 kHz
off-frequency TMC unobtainable, a 2-kHz off-frequency TMC was collected instead
(with the masker frequency set to 1.1 kHz). The on-frequency thresholds were taken as
BMI/O input estimates and the off-frequency thresholds (obtained for corresponding
masker-target time gaps) served as output-level estimates (Nelson et al., 2001). To
aid comparability with the DP-based fits, only the TMC-BM I/O points within the
input range of 35-80 dB SPL were considered for a regression fit. CR estimates were
obtained as in the DPOAE case.

The Grid method (Fereczkowski et al., 2016), which adaptively varies masker-target
gap and masker level in each experimental run was used to estimate the masked
thresholds of a 12 dB SL target as a function of the time gap. A 3-alternative
forced-choice paradigm with a 1-up 2-down step-rule variant of the Grid method was
employed. This method was used to enable testing a wide range of masker-target
gaps and thus maximize the tested range of the estimated masked thresholds in each
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condition (Fereczkowski et al., 2017). The set of testable gaps was defined as 10-250
ms with a 5-ms step. The corresponding set of testable masker-levels was -10 to 95 dB
SPL for NH listeners and up to 100 dB SPL for HI listeners. The step size was 3 dB.
The maximum level was reduced if a listener reported discomfort due to excessive
loudness. At least two hours of training were administered to each listener. Six
test runs were performed per test condition, to reduce the variability of the threshold
estimates (Rosengard et al., 2005).

RESULTS

Figure 1 illustrates the BMI/O estimates obtained for a representative NH listener (top
panels) and HI listener (bottom panels). Each panel-column presents data for a single
target frequency (1, 2, and 4 kHz from left to right). For the NH listener (top three
panels), the slopes of the fitted lines are comparable between methods, particularly
between the TMC and the DP-SC paradigms at 2 and 4 kHz. CE estimates from DP-
EQ were usually higher than both TMC and DP-SC estimates (e.g., at 1 and 2 kHz). In
some cases (1 kHz), the three methods returned estimates that did not show any clear
correspondence. As shown in the bottom three panels of Fig. 1, several of the DPOAE
data points failed to reach the 5 dB SNR criterion, particularly for frequencies above
1 kHz. This limited the number of compression slope estimates obtained for the HI
listeners. Since the measured DP-EQ responses were generally lower than those from
the SC paradigm, the 5-dB criterion was met less often in the EQ paradigm. Out of
six HI listeners, only two returned more than 1 DP response at 2 kHz (two cases per
paradigm), and just one at 4 kHz (DP-SC paradigm only).

The left panel of Fig. 2 presents scatterplots of CR estimates from the NH (top
subpanels) and HI (bottom subpanels) listeners. The two left subpanels compare
the TMC-based CRs (abscissa) and DP-SC inferred CRs (ordinate). The two right
subpanels show the corresponding comparison between the TMC-based CRs and
those from the DP-EQ paradigm. The data is aggregated across frequencies, due
to the low number of DP-CR estimates at frequencies above 1 kHz obtained for HI
listeners. For NH listeners, the CR estimates from both objective methods were not
normally distributed. A Friedman’s test showed a significant difference between the
CR estimates obtained from the behavioral and objective methods [χ2(2) = 35.4, p <
0.001]. A post-hoc Bonferroni-corrected Yuen’s paired-sample test showed that the
TMC CR estimates were significantly higher than the corresponding DP-EQ estimates
(trimmed mean difference of 2.06, p < 0.001) and that there was a trend towards
TMC-CR estimates being higher than the corresponding DP-SC estimates (trimmed
mean difference of 0.68, p < 0.034). The DP-EQ estimates were also significantly
lower than the DP-SC estimates [t(17) = 8.7, p < 0.001] and the trimmed-mean
difference was 1.38. Spearman’s rank correlation coefficients between TMC- and DP-
based estimates were low and insignificant (ρ = −0.1, p < 0.57 for DP-SC method
and ρ = 0.26, p < 0.18 for DP-EQ method). The Spearman’s correlation coefficient
between the two DP methods was low (0.27) and insignificant (p < 0.153).
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Fig. 1: BM I/O estimates from a representative NH listener (top panels) and a
representative HI listener (bottom panels). Diamonds, circles and squares
represent data points inferred from TMC, DP-SC and DP-EQ paradigms,
respectively. Open symbols correspond to DP responses that did not meet
the 5 dB SNR criterion. The solid circles and squares were fitted with
straight lines, to estimate the CR of the corresponding DPI/O function.
The dashed and dotted lines show the fits to the DP-SC and EQ paradigm
data, respectively. The solid line represents the linear fit to the TMC-based
estimates. The dash-dot line represents the linear reference (1 dB/dB). To aid
visual comparability, an offset was added to each DPI/O curve, such that it
coincides with the corresponding TMC-based I/O curve at the 75 dB input
level.

For HI listeners, CR estimates from all three methods were normally distributed. The
DP-SC CR estimates were significantly correlated with those from the TMC method
(Pearson’s r = 0.77,n = 8, p < 0.026) and the TMC CR estimates were on average
lower (0.41), but the difference was not significant [t(7) = 1.49, p < 0.18]. The
Pearson’s correlation coefficient between the DP-EQ and TMC CR estimates was 0.8,
i.e., comparable to the DP-SC case, but it did not reach significance (n= 6, p< 0.057).
The average difference between the DP-EQ and TMC CR estimates was low (0.06)
and not statistically significant [t(5) = 0.24, p < 82].

DISCUSSION

Out of the two physiological CR estimates, the DP-SC showed a better correspondence
with the TMC-based estimate. First, the average difference between the DP-SC and
TMC CR estimats was insignificant in NH and Hi listeners. Second, both measures
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Fig. 2: Left: Scatterplots between the TMC and DP-SC (top panels) and
DP-EQ (bottom panels) inferred CEs for the three tested frequencies. Right:
DPOAE presence as indicator of BM compression. Each boxplot represents
the TMC-inferred CRs from NH listeners and HI listeners with and without
DPOAEs measured above the SNR criterion (see Discussion).

were strongly and significantly correlated in HI listeners. The lack of correlation
between NH-CR estimates from the two methods is expected, under the assumption
that the sporead in NH listeners data is an effect of measurement noise. In case
of HI listeners, the dynamic range of the obtained estimates was larger than in NH
listeners, hence the effect of measurement noise was smaller. To test this assumption,
the between-method variability of the estimates was tested in NH and HI listeners by
comparing geometric standard deviations (GSD) of the ratios of corresponding CR
estimates obtained from the two methods. The GSD was 2.10 in NH and 1.48 in HI
listeners. The NH value is inflated by three individual DP-SC CR estimates above
8, i.e., 2 times higher than the average NH value of 4 found in literature. Excluding
these three values from the analysis returns a NH GSD of 1.43. This suggests that the
between-method variability in NH listeners is comparable to or even higher than that
in HI listeners, supporting the tested assumption. Thus, the good agreement between
DP-SC and TMC results in HI listeners suggest that both methods estimate the same
quality of the auditory pathway. Since DPOAEs are assumed to be generated by the
cochlear nonlinearity and the generator component is assumed to reflect the state of
OHCs near the f 2 characteristic place, the observed correlations provide evidence that
the TMC method is estimating BM compression. However, this conclusion is based
on just eight data-points from HI listeners where CR could be estimated from DP-SC
recordings.
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In contrast, the CR estimates from the DP-EQ method were on average lower than
the TMC and DP-SC based estimates in NH listeners, and no significant correlation
was found between the DP-EQ and TMC estimates. However, the average difference
between DP-EQ and TMC CR estimates was low and insignificant in HI listener
group. The lower CR estimates from the DP-EQ method are a consequence of lower
DP response levels elicited by this method, compared to those elicited by the DP-SC
method for f 2 levels below 65 dB SPL. In some cases the difference in responses
levels exceeded 15 dB (e.g., top-right panel of Fig. 1). This suggests that the equal-
level rule is less effective in eliciting BM response than the DP-SC rule, for input
levels lower than 65 dB SPL, at least for NH listeners. Moreover, the DP-EQ method
returned fewer CR estimates than the DP-SC method, in HI listeners at 2 and 4kHz.

DPOAE presence as indicator of compression

If an HI listener does not have functioning OHCs at some frequencies, then no
measurable DP response should be obtained, regardless of the level rule. Thus, it can
be hypothesized that such HI listeners will show lower behavioural CR estimates than
those HI listeners with measurable DPOAEs. To test this hypothesis, a comparison
was made between the TMC inferred CRs from cases with no DP data points above
the SNR criterion and from cases with at least one data point above the SNR criterion.
The right panel of Fig. 2 illustrates this comparison. The three boxplots show TMC-
CRs from three groups of listeners: NH and HI with and without measurable DP
responses. The median TMC-CR for NH listeners was 3.77. The median value of
the TMC inferred CRs of the cases with and without DP responses were 1.88 and
1.06. A linear mixed-effect model was fitted to the data. The fixed effects selected
for the model were hearing threshold, tested frequency, DP-response presence and the
interaction of DP presence and the hearing threshold. The subject was selected as the
random effect. According to the model, the DP presence was the only significant fixed
predictor of the CR (p < 0.001) in the HI groups, which also means that there was
a significant difference betweren the two HI groups. Moreover, since the median CR
of the no-DP group was close to 1, it can be hypothesized that the lack of measurable
DPOAEs indicates a linear BMI/O.

CONCLUSION

BMI/O estimates were inferred from a behavioural method (TMC) and two physiolog-
ical paradigms (DPOAEs with scissors and equal-level rules) in NH and HI listeners.
While the DP-EQ method seems not to elicit maximum response from the BM, the CR
estimates from the DP-SC method were comparable to those from the TMC method,
particularly in HI listeners, where no significant bias and a significant correlation was
found. However, this finding is based on few data points, since physiological CR
estimate was obtained in 8 out of 18 HI cases. The median TMC CR estimates in HI
listeners with and without measured DP responses were 1.88 and 1.06, respectively,
and the difference between the two groups was significant. Altogether, these results
suggest that both the DP-SC and the TMC method estimate peripheral compression.
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Hearing-impaired (HI) listeners, as well as elderly listeners, typically have a
reduced ability to discriminate the fundamental frequency (F0) of complex
tones compared to young normal-hearing (NH) listeners. Several studies
have shown that musical training, on the other hand, leads to improved
F0-discrimination performance for NH listeners. It is unclear whether a
comparable effect of musical training occurs for listeners whose sensory
encoding of F0 is degraded. To address this question, F0 discrimination was
investigated for three groups of listeners (14 young NH, 9 older NH and 10 HI
listeners), each including musicians and non-musicians, using complex tones
that differed in harmonic content. Musical training significantly improved
F0 discrimination for all groups of listeners, especially for complex tones
containing low-numbered harmonics. In a second experiment, the sensitivity
to temporal fine structure cues (TFS) was estimated in the same listeners.
Although TFS cues were degraded for the two older groups of listeners,
musicians showed better performance than non-musicians. Additionally, a
significant correlation was obtained between F0-discrimination performance
and sensitivity to TFS cues for complex tones with low and intermediate
harmonic numbers. These findings suggest that musical training may enhance
both sensory encoding of TFS cues and F0 discrimination in young and older
listeners with or without hearing loss.

INTRODUCTION

The effects of musical training on fundamental frequency (F0) discrimination have been
largely investigated for young normal-hearing (NH) listeners. Behavioral studies have
shown that young NH musicians perform two to six times better than non-musicians
in complex-tone F0 discrimination (Spiegel and Watson, 1984; Micheyl et al., 2006;
Bianchi et al., 2016). However, little is known about the effects of musical training for
older and hearing-impaired (HI) listeners. The aim of this study was to assess whether
older and HI listeners show a benefit of musical training and to clarify the extent to
which the degradation of peripheral cues is a limiting factor.
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The ability to discriminate F0 changes is assumed to be partly limited by the frequency
resolution of the peripheral auditory system. The harmonic overtones of a complex
tone are considered to be resolved when they are processed within distinct auditory
filters (up to the 8th harmonic for NH listeners; Plomp (1964)), and unresolved when
neighbouring harmonics interact within the same filter (above the 13th harmonic). It has
been shown that HI listeners with sensorineural hearing loss (SNHL) have a reduced
ability to discriminate the F0 of complex tones with resolved harmonics relative to
young NH listeners (Moore and Peters, 1992; Bernstein and Oxenham, 2006). This
perceptual deficit may be ascribed to a variety of factors, such as reduced frequency
selectivity (Bernstein and Oxenham, 2006), degraded temporal fine structure processing
(TFS; Hopkins and Moore, 2007) and decreased neural synchrony. Older listeners
also show reduced F0 discrimination (Moore and Peters, 1992), possibly due to the
degradation of TFS cues, despite normal audiometric thresholds and filter bandwidths
(Hopkins and Moore, 2011).

In this study, two experiments were performed using three groups of listeners, young
NH (YNH), older near-NH (ONH) and older HI, each including musicians and non-
musicians. In the first experiment, F0-discrimination performance was investigated
using complex tones that differed in harmonic content to clarify how the effect of
musical training varies when frequency selectivity and TFS sensitivity are degraded. In
the second experiment, the ability to use TFS cues was assessed for the three groups
and compared with the outcomes of the first experiment.

METHOD

Listeners

Fourteen YNH listeners (7 musicians, 7 non-musicians; mean age 25 ± 4 years), nine
ONH listeners (3 musicians, 6 non-musicians; mean age 62 ± 5 years) and ten HI
listeners (5 musicians, 5 non-musicians; mean age 68 ± 6 years) participated in this
study. All YNH listeners had hearing thresholds lower or equal to 20 dB hearing level
(HL) between 125 Hz and 8 kHz. The ONH listeners had hearing thresholds lower than
or equal to 25 dB HL up to 4 kHz. The HI listeners had hearing thresholds up to 70
dB HL up to 4 kHz. Musicians had at least eight years of formal music education and
non-musicians less than 3 years. One non-musician underwent musical training for 6
years, but stopped 40 years before his participation in this study.

Experiment I: F0 discrimination

A three-alternative forced choice (3-AFC) paradigm was used in combination with a
weighted up-down method to estimate 75% correct performance. In each trial, two
intervals contained a reference complex tone with a fixed F0 (125 Hz) and one interval
contained the target complex tone with a higher F0. The task was to select the interval
containing the tone with the highest pitch. The difference in F0 between the reference
and the target, ΔF0, was initially set to 20% and was decreased after each correct
response and increased after each incorrect response. The threshold for each condition
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was measured four times. The first repetition was considered as training and the last
three were used to calculate the final F0-discrimination threshold (F0DL).

Five conditions were tested: a resolved condition (RES, harmonics: 3-9), an
intermediate condition (INT, harmonics: 10-16), two unresolved conditions (UN1,
harmonics: 17-23; UN2, harmonics: 17-36) and a broadband condition (ALL,
harmonics: 3-36). To avoid spectral edges as a discrimination cue, the lowest harmonic
number was roved within each trial, such that the three complex tones had lowest
harmonic numbers of N−1, N and N+1 in a random order, where N was the lowest
nominal harmonic number in each condition (Bernstein and Oxenham, 2003).

All signals were 300-ms complex tones embedded in broadband threshold equalizing
noise (TEN). The complex tones were created by summing harmonic components
either in sine, Schroeder positive or Schroeder negative phase (Schr + or -) to vary the
envelope peakiness. For the NH listeners, the TEN level was set to 55 dB SPL per
equivalent rectangular bandwidth (ERBN). For the HI listeners, the level of the TEN
per ERBN was set to the maximum hearing threshold up to 4 kHz. Each harmonic of
each complex tone was set at 12.5 dB sensation level (SL) re the threshold in the TEN.

Experiment II: IPD detection

To obtain an estimate of interaural phase sensitivity, the highest frequency at which
an interaural phase difference (IPD) of 180◦could be detected was measured using a
2-AFC paradigm with a one-up two-down tracking rule (71% correct performance).
For each trial, the reference interval contained four diotic pure tones (“AAAA”, IPD =
0◦), each 400 ms in duration with a 100-ms inter-stimulus interval.The target interval
contained two diotic and two dichotic tones (IPD = 180◦), presented in a interleaved
manner (“ABAB”). The interval between reference and target was of 333 ms. The task
was to select the interval containing the tones that were perceived as shifting location
inside the head. The starting frequency was 500 Hz. The tones were presented at 35 dB
SL. The experiment was carried out three times, and the final threshold was calculated
as the mean of three repetitions. Prior to carrying out the IPD experiment, the listeners
had a short familiarization session (2 minutes) with a similar task, where an interaural
level difference was introduced in the dichotic conditions instead of an IPD.

RESULTS

Experiment I: F0 discrimination

The mean F0DLs for the three groups of listeners are presented in Fig. 1. Performance
was most accurate (i.e., lowest thresholds) for the ALL and RES conditions and
worsened for the INT and UN conditions. Performance was worse for the ONH and HI
listeners for the ALL, RES and INT conditions than for the YNH listeners. However,
the effect of musical training was similar across the three groups, with significantly
lower thresholds for musicians in the ALL and RES conditions. An analysis of variance
(ANOVA) with factors condition, musicianship, group, and phase gave significant
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effects of condition [F(4,457) = 54.8; p < 0.001), musicianship [F(1,457) = 127.2; p
< 0.0001], and group [F(2,457) = 12.4; p < 0.001], a significant interaction between
musicianship and condition [F(4,457) = 20.4; p < 0.001], and a marginally significant
interaction between group and condition [F(8,457) = 1.96; p = 0.050]. Phase was not
significant, nor the interaction between musicianship and group.

The dashed line in Fig. 1 shows the thresholds (66.7% correct) predicted if performance
had solely been based on spectral edge cues. Although 66.7% is lower than the tracked
75% correct performance, it is possible that thresholds significantly above the dashed
line were based on spectral edge cues, rather than F0s cues (Bernstein and Oxenham,
2003). Since most thresholds in the UN conditions were significantly above the dashed
line, it cannot be excluded that for this condition the listeners used spectral edges as a
cue, rather than F0 cues.

Experiment II: IPD detection

Figure 2 depicts the highest frequency (fmax) at which an IPD was detected for each
listener group. YNH musicians were sensitive to the IPD shift, on average, up to
1281 Hz, while YNH non-musicians were sensitive up to 1116 Hz. Sensitivity to IPD
decreased for the ONH listeners (musicians: 1022 Hz; non-musicians: 761 Hz), and for
the HI listeners (musicians: 993 Hz; non-musicians: 820 Hz). An ANOVA with factors
group and musicianship showed a significant effect of both factors [group: F(2,26) =
8.09, p = 0.002; musicianship: F(1,26) = 6.87, p = 0.014]. The interaction was not
significant. Although there was an overall trend for musicians to be sensitive to IPD up
to higher frequencies, posthoc t-tests revealed that the effect of musicianship was not
significant within each group. Additionally, the group difference was mostly driven by
age (the thresholds for the ONH and HI groups were not significantly different).

Spearman correlations were calculated between the IPD fmax thresholds and the F0-
discrimination performance (Experiment I). A significant correlation was found for
the ALL condition (r = −0.48; p = 0.007), RES condition (r = −0.48; p = 0.006), and
INT condition (r = −0.36; p = 0.043) but not for the UN conditions (Fig. 3). This
finding suggests that TFS cues may play a role for F0 discrimination of complex tones
containing low and intermediate numbered harmonics (Moore and Moore, 2003). No
significant correlations were obtained for the musicians alone (N = 15), suggesting that
the degradation of TFS cues with age did not affect the musicians’ F0-discrimination
performance.
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Fig. 1: Mean F0DLs and standard errors for the three groups of listeners
(N = 33): a) young NH listeners; b) older NH listeners; c) older HI listeners.
Musicians are depicted with filled squares and non-musicians with open circles.
Left panels: sine phase condition; Middle panels: Schroeder positive; Right
panels: Schroeder negative. The dashed line depicts the predicted thresholds
(66.7% correct) if the listener used only spectral edge cues.
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YNH ONH HI

Mus Non mus Mus Non mus Mus Non mus
Groups

400

800

1200

1600

IP
D

 fm
ax

 (H
z)

Fig. 2: Highest frequency at which an IPD was detected. The median for each
group of listeners is depicted together with the 25th and 75th percentiles. The
individual results are depicted by the open circles (N = 32 listeners; one ONH
listener non-musician could not perform the task).
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Fig. 3: Scatter plot and Spearman correlations between the IPD fmax thresholds
and the F0DLs averaged across phase conditions (N = 32 listeners), for the
ALL (left panel), RES (middle panel), and INT (right panel) conditions.

DISCUSSION

The aim of this study was to clarify whether listeners with degraded processing of F0

cues would show a benefit of musical training for F0 discrimination, comparable to
that observed for YNH listeners. Experiment I showed a similar benefit of musicians
for the three groups of listeners (confirmed by the absence of a significant interaction
of group and musicianship), with the largest benefit observed in the ALL and RES
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conditions. The fact that the benefit of musicians was larger in these two conditions
may be ascribed either to a training-dependent effect that may be more salient for
complex tones containing lower-numbered harmonics (Bianchi et al., 2017) or to the
random changes in the lowest harmonic number which may be more distracting for non-
musicians. In favor of this last hypothesis, the F0DLs were significantly lower (better)
for the ALL than for the RES condition for non-musicians (posthoc t-test, p < 0.001),
but not for musicians. This may be due either to the contribution of high-numbered
harmonics in the ALL condition for non-musicians or to a reduced distraction in the
ALL condition from the spectral upper-edge pitch.

The F0DLs obtained in this study for YNH listeners in the RES condition were,
on average, 1.8% for musicians and 8.5% for non-musicians. These discrimination
thresholds are much higher than the F0DLs obtained in previous studies for resolved
complex tones presented at similar sensation levels as in the current study (Oxenham
et al., 2009; Bianchi et al., 2016). This difference may be ascribed to the distracting
effect of the randomization of the lowest harmonic number. Since the lowest harmonic
number could differ by ± 1 across intervals, spectral edge pitch was a strong distracting
cue especially for the RES condition. In this condition, spectral edge cues helped in
the discrimination task only when the lowest harmonic number of the target was higher
than both references (i.e., in one out of three cases, hence at chance level). In the
remaining cases, the spectral edge cue was a disrupting cue in the F0-discrimination
task, leading to higher thresholds.

Although one additional aspect of this study was to investigate the effect of musical
training for different harmonic phases, there was no significant difference in thresholds
between sine and Schroeder phase, in contrast to the results of Houtsma and Smurzynski
(1990). A possible explanation may be that we used a noise level high enough to mask
distortion products, in combination with a low sensation level, which has been shown to
lead to higher F0DLs (Oxenham et al., 2009). When the F0DLs are high, spectral edge
pitch may help in the discrimination task for the INT and UN conditions. This may
explain the very small (or absent) benefit of musicians for the INT and UN conditions,
as well as the absence of significant phase effects for the UN conditions (Oxenham et
al., 2009).

Overall, the findings of this study suggest that the F0-discrimination performance of
all listeners depends on sensitivity to TFS cues for complex tones containing low and
intermediate numbered harmonics (Moore and Moore, 2003). Although limited by age,
TFS cues were generally enhanced in musicians. This may be explained by enhanced
neural synchrony in the brainstem of musicians (Parbery-Clark et al., 2012), which
could increase the sensitivity to small time differences and lead to a more accurate
representation of pitch (Bianchi et al., 2017). These findings suggest that although
the sensory encoding of pitch cues was degraded in older and HI listeners, a benefit
of musical training comparable to that of YNH listeners was still present and could
account for improved encoding of TFS cues and F0 discrimination. Hence, music-
training paradigms in older listeners may be considered as a tool to improve auditory
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perceptual skills, although the effects may be different if musical training is applied
later in life after hearing loss onset.
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MAARTEN VAN BEURDEN1,2, MONIQUE BOYMANS1,2, MIRJAM VAN GELEUKEN1,
DIRK OETTING3, AND WOUTER A. DRESCHLER1,* 
1 Academic Medical Center, Department of Clinical & Experimental Audiology,  
  Amsterdam, The Netherlands 
2 Libra Rehabilitation & Audiology, Eindhoven, The Netherlands 
3 HörTech gGmbH and Cluster of Excellence Hearing4all, Oldenburg, Germany 

Aversiveness of loud sounds is a frequent complaint by hearing-aid users, 
especially when fitted bilaterally. This study investigates whether loudness 
summation can be held responsible for this finding. Two aspects of loudness 
summation should be taken into account: spectral loudness summation for 
broadband signals and binaural loudness summation for signals that are 
presented binaurally. In this study different aspects were investigated: (1) the 
effect of different symmetrical hearing losses according to the classification 
of Bisgaard et al. (2010): N2, N3, N4, S2, and S3, and (2) the effect of spectral 
shape of broadband signals, by using high frequency noise and low frequency 
noise. For the measurements we used a well-standardized technique 
“Adaptive Categorical Loudness Scaling” (ACALOS). Also loudness 
matching was applied as a potentially clinical technique to get information 
about the individual loudness perception. Results show large individual 
differences in binaural loudness perception especially for broadband stimuli. 

INTRODUCTION 

Nowadays, the majority of listeners with hearing loss are fitted bilaterally. The use of 
two hearing aids increased over the last decades and reached values of about 75% in 
the US (Kochkin, 2009) and about 70% in Europe (see www.ehima.com). Bilaterally 
fitted hearing aids have been shown to improve speech intelligibility both in quiet and 
in noise and to improve localization (Boymans et al., 2008; 2009). However, with 
respect to aversiveness of loud sounds bilateral fittings typically have poorer scores 
than unilateral fittings (Boymans et al., 2009). Loudness complaints remain a major 
reason for revisiting the hearing aid dispenser (Jenstad et al., 2003) and averseness of 
loud sounds is one of the main reasons to be dissatisfied with a hearing aid fitting 
(Hickson et al., 2010).  

It is generally accepted that hearing aid rehabilitation involves successive steps, starting 
with a first-fit based on a prescriptive formula, followed by individual fine tuning based 
on subjective responses and/or technical measurements using in-situ responses.  
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Over the years a number of prescriptive formulas have been developed. The linear 
prescriptive formulas (e.g., NAL-R) have been replaced by non-linear prescriptions 
as NAL-NL2 (Dillon, 2012), taking into account that the amount of gain required is 
not only frequency dependent, but also level dependent.  

Nonlinear fitting formulas show some relationship with the loudness growth at 
different frequencies. The level of detail of knowledge about loudness perception 
required for an effective first-fit setting is still in debate. But the dynamic range as the 
frequency-dependent range between the individual thresholds and the levels of 
uncomfortable loudness is generally accepted and applied in different forms in 
nonlinear prescriptive formulas.  

Due to the fact that the hearing loss is often strongly frequency-dependent, loudness 
growth is usually measured with narrow-band signals. Loudness curves measured in 
individual hearing-impaired subjects can be compared with loudness curves of 
normal-hearing listeners and thus transferred into level-dependent gain prescriptions 
for hearing aid amplification settings to normalize loudness (Herzke and Hohmann, 
2005).  

However, in this approach, two aspects of loudness perception are not taken into 
account: spectral loudness summation (in case of the presentation of broadband 
signals instead of narrow-band signals) and binaural loudness summation (in case of 
bilateral presentation instead of unilateral). This includes also the binaural loudness 
perception of broadband signals which can be referred to as binaural spectral loudness 
summation. This combined effect has to be considered because typically two hearing 
aids are worn and they will typically process broadband signals as speech or 
environmental sounds.  

These three types of loudness summation may require individual corrections. Recent 
data of hearing-impaired listeners (Oetting et al., 2016) showed large individual 
differences in spectral loudness summation and binaural loudness summation after 
careful narrowband loudness normalization. Some of the listeners showed loudness 
perception for binaural broadband signals that was fully in agreement with normal-
hearing reference data whereas others showed a higher-than-normal loudness 
sensitivity of up to 30 dB SPL for the binaurally presented broad-band signals. Given 
the magnitude of the inter-individual differences found, it can be assumed that these 
findings are relevant for loudness adjustments during bilateral hearing aid fittings. 

In this study we measured spectral and binaural loudness summation as well as the 
combination, binaural spectral loudness summation. Listeners with different  
audiometric shapes were tested to investigate if the shape of the audiogram could 
explain the individual differences.  
 
METHODS 

Subjects 

The inclusion criteria were: Age above 18 years; Native speaker of Dutch. 

184



 
 
 
Spectral and binaural loudness summation 

From the clinical files we selected subjects with mild to moderate symmetrical hearing 
losses (differences between both ears at 0.5, 1, 2 and 4 kHz < 10dB) and their pure-
tone audiograms were classified according to Bisgaard et al. (2010). Twelve women 
and 10 men participated with an average age of 70 years. The classifications of the 
audiograms of the 44 ears included can be seen in Fig. 1. 

 

 
 

Fig. 1: Standard audiograms according to Bisgaard et al. (2010). There are 1, 
11, 18, and 6 ears in the categories N1 to N4, and 6 and 2 ears in categories 
S2 and S3, respectively. 

 

Equipment 

All measurements were conducted in a sound-insulated booth in two sessions of about 
2 hours each. Pure-tone audiograms (air and bone conduction) were measured with 
DECOS audiometers, using TDH39 headphones. Sennheiser HDA 200 headphones 
were used for the loudness scaling and the loudness matching. Both procedures were 
conducted using the framework for psychoacoustic experiments (Ewert, 2013). 
Signals were presented using a RME Fireface UC at 44.1 kHz. Headphones were 
calibrated using a Brüel & Kjær artificial ear type 4153, a 0.5-inch microphone type 
4134, a microphone preamplifier type 2669, and a measuring amplifier type 2610. 
Headphones were free-field equalized according to ISO 389 (2004) and levels are 
expressed as the equivalent free-field level in dB SPL(FF). 

Stimuli 

All stimuli were 1-s noises with 50-ms rise and fall ramps. For the narrow-band 
signals one-third octave low-noise noises (LNN; Kohlrausch et al., 1997) were used. 
The narrow-band stimuli had center frequencies of 250, 500, 1000, 2000, 4000, and 
6000 Hz. The stimuli to assess loudness summation effects consisted of uniformly 
exciting noise (UEN, Fastl and Zwicker, 2007) with bandwidths of 1, 5, and 17 Barks, 
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referred to as UEN1 (bandwidth: 210 Hz), UEN5 (1080 Hz) and UEN17 (5100 Hz), 
respectively. The UEN noises were centered at 10.5 Bark (1370 Hz).  

In addition to the UEN noises a speech shaped noise referred to as IFnoise 
(international female noise) was included in the test battery. The IFnoise was 
generated to match the spectral shape as the long-term average speech spectrum for 
females (Byrne et al., 1994).  

Loudness Scaling Procedure 

After the inclusion criteria were checked, categorical loudness scaling using 
ACALOS was performed to measure the individual loudness perception. During the 
ACALOS procedure listeners had to rate the perceived loudness on an 11-point scale 
from “not heard” to “too loud”, which were transformed into numerical values in 
“Categorical Units” (CU) from 0 to 50. Stimuli were presented in a pseudo-random 
order with levels between −10 and 105 dB HL. A monotonically increasing loudness 
function was fitted to the responses for each of the ACALOS measurements using the 
BTUX fitting method (Oetting et al., 2014). The model function consists of two linear 
parts with independent slopes mlow and mhigh with a smooth transition range (see Brand 
and Hohmann, 2002). 

Before loudness summation was determined for the broadband signals the UEN and 
IFnoise noises were corrected for each hearing impaired subject individually aiming 
to restore the loudness of the narrow-band signals to that of the average normal 
hearing listener (narrow-band loudness normalization). The required gain (Fig. 2) was 
defined as the difference in level for each loudness category between the individual 
loudness functions of the narrow-band signals and the average normal hearing 
loudness function. To quantify the level of correction, for each narrow-band signal 
the compression ratio (CR) was calculated defined as the ratio between input and 
output level at 40 and 80 dB input level according to: 

∆
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80 40
80 40 40 80

40
40 ∆

													 . 1  

 

 
 

Fig. 2: Gain correction at 4000 Hz to 
the normal-hearing reference. 

Fig. 3: Compression ratio of 2.1, cal- 
culated for the 4 kHz signal of Fig. 2. 
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Fig. 4: Results for a hearing-impaired listener for spectral loudness 
summation for signals with increasing bandwidth (from left to right) and 
binaural loudness summation: from unilateral (upper rows) to bilateral 
(bottom row) presentation. 

 

RESULTS 

The narrow-band loudness normalization fitting method showed decreasing gains 
with increasing presentation level (Fig. 3). The results show that this fitting was able 
to restore normal loudness perception of narrow-band signals (UEN1, left panels in 
Fig. 4). However, normal loudness perception for narrow-band signals is no guarantee 
for normal loudness perception for broadband and binaurally presented signals, in 
fact, huge inter-individual variability was found in these conditions. Examples of such 
differences are shown in Fig. 4. In Fig. 4 spectral loudness summation (with increasing 
bandwidth from left to right) is shown to be higher than normal at high levels for both 
UEN17 and IFnoise at both ears (see arrows 1 and 2). In the same subject binaural 
spectral loudness summation (lower panel) for these same stimuli is even higher 
(arrows 3). 

Figure 5a shows individual data per ear for the differences in spectral loudness 
summation  at 35 CU (calculated as the level differences of the average level of 
UEN17 and IF noises relative to the average level of UEN1 and UEN5). Even within 
a Bisgaard classification large inter-individual differences in loudness summation 
were found. The differences between hearing loss configurations suggest a trend for 
more spectral loudness summation for hearing impaired subjects with increasing 
hearing loss, especially at configuration N4. Figure 5b shows the binaural loudness 
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Fig. 5: Individual spectral loudness summation (5a) and binaural loudness 
summation (5b) per ear. Left hand side: left ear. Right hand side: right ear. 

 

  
Fig. 6: Compression ratios for all subjects at 500 Hz (left panel) and at   
6000 Hz (right panel) for different hearing loss categories. 

 
summation effect (calculated as the level differences of the average binaural UEN 17 
and IF noises relative to the average level of the monaural UEN17 and IF noises for 
both ears individually) as a function of hearing loss configuration. For binaural 
loudness summation the group data are more uniform across different audiogram 
configurations. However, we also found an extreme high level of binaural loudness 
summation for the single subject with hearing loss configuration S3. 

Figure 6 shows the calculated CRs per ear for different hearing loss categories for 
narrow-band signals at 500 Hz and 6000 Hz. At both frequencies CRs tend to increase 
with increasing hearing losses. The CRs at 6000 Hz are higher than at 500 Hz, not only 
due to the fact that the hearing losses in the higher frequencies are on average higher, 
but also due to the fact that the increase of CR with increasing hearing loss tends to be 
stronger at 6000 Hz than at 500 Hz. CRs may therefore be used to characterize the 
amount of loudness compensation used in a certain narrow-band region.  
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DISCUSSION AND CONCLUSIONS 

Although narrow-band loudness normalization has proven to give good individual 
results for narrowband signals, the current results show that this does not guarantee 
loudness normalization for broadband stimuli or stimuli presented binaurally. 
Furthermore, the large individual variability of spectral and binaural loudness 
summation could not be predicted from the hearing loss configuration. The only 
observed trends were higher spectral loudness summation in listeners with N4 
audiograms and higher binaural loudness summation in a subject classified as S3.  

In further analysis the compression ratios may be useful to investigate if the amount 
of loudness summation can be predicted by the amount of loudness compensation 
(applied gain for broadband signals). 

The high individual variability in loudness perception for binaurally presented 
broadband signals can be one of the causes of aversiveness for loud sounds of bilateral 
hearing aid users. The individual differences are that large that they should be taken 
into account during the hearing aid fitting procedure. Currently, the most common 
fitting rules only utilize average gain corrections for bilateral fittings that are identical 
for all hearing-impaired subjects. NAL-NL1 and NAL-NL2 utilize a bilateral 
compensation (reduction in gain) with respect to a unilateral fitting of 3 and 2 dB, 
respectively, for input levels below 40 dB increasing to 6 and 8 dB, respectively at 90 
dB SPL and above. (Byrne et al., 2001; Keidser et al., 2012). Our results show 
bilateral summation effects above 20 dB at high levels.  

Therefore, there is a need to adjust fitting rules for bilaterally fitted hearing aids to 
take the large individual differences in loudness summation into account. A loudness-
based approach based on individual measurements will require extra tests and thus 
requires extra time that is usually scarce. For this purpose we compared loudness 
matching with loudness scaling to find out if the first method is applicable in clinical 
practice and can be used as an alternative with reduced testing time. Preliminary 
results indicate that loudness matching could be suitable. A typical loudness scaling 
condition takes about 2 minutes. A single comparison between conditions therefore 
takes about 4 minutes. The loudness matching procedure compares 15 conditions in 
about 10 minutes. 

More important is that the loudness matching produces about equivalent results to the 
loudness scaling data. That is, in one and the same subject, the amount of loudness 
difference between two stimuli (narrow-band vs. broad-band and monaural vs. 
binaural) at 35 CU is in qualitative agreement in both procedures.  
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Auditory disabilities, individual fitting targets, and the 
compensation power of hearing aids  
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There is lack of a systematic approach how to select an adequate hearing aid 
and how to evaluate its efficacy towards the personal needs of rehabilitation. 
The goal of this study was to examine the applicability and added value of 
two widely used self-reporting questionnaires (COSI and AVAB) in relation 
to the evaluation of hearing aid fitting. We analysed responses from 740 
subjects who filled in the questionnaires pre and post hearing aid fitting. 
Results show a moderate to strong correspondence between COSI scores for 
overall degree of change and final ability. Most COSI responses are at or near 
the maximum possible score and show slight differences in overall scores 
considering the effect of hearing aid experience or hearing loss. AVAB results 
reveal a more refined evaluation of the hearing aid fitting. Combining the 
advantages of both methods results in a profound evaluation of hearing aid 
rehabilitation. Our results suggest that both methods should be used 
complementary, rather than separately. 

INTRODUCTION 

A patient’s personal experience and judgement are known to be essential factors in 
the rehabilitation with hearing aids. Self-reporting questionnaires are by design very 
suitable methods to collect and assess such information. The Amsterdam Inventory 
for Auditory Disability and Handicap (AIADH), developed by Kramer et al. (1995) 
is an example of a questionnaire to assess hearing disabilities in daily life with a high 
reliability and validity (Meijer et al., 2003). In this study we used a slightly adapted 
version of the AIADH, called AVAB (in Dutch: Amsterdam Questionnaire for 
Auditory Disabilities), resulting into a six dimensional profile: detection of sounds, 
speech in quiet, speech in noise, auditory localization, sound discrimination, and noise 
tolerance (Dreschler and de Ronde-Brons, 2016). Not only could the characteristics 
of the AVAB be advantageous in selecting and fitting a hearing aid according to the 
specific needs of a patient, it might also be an adequate tool for evaluating the benefit 
of a hearing aid with respect to different aspects of auditory functioning (see also 
Fuente et al., 2012).  
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AVAB is a questionnaire limited to a fixed list of general listening conditions, which 
are not necessarily applicable for each patient. This could be considered an important 
drawback. Alternatively, Dillon et al. (1997) introduced the Client Oriented Scale of 
Improvement (COSI) for the evaluation of hearing aids, which makes use of 
personally defined targets for rehabilitation. This makes COSI very useful for 
individual patients, but complicates the comparison of needs or benefits for groups of 
patients. To overcome the problem of low comparability between individual targets, 
Dillon et al. (1997) proposed to categorize each target into a total of sixteen pre-
designated categories. Zelski (2000) showed a high level of inter-observer agreement 
in assigning COSI targets to those categories, but concluded that the amount of 
categories could be reduced. It has been shown by Dreschler and de Ronde-Brons 
(2016) that individual COSI targets can be categorized to match the same six 
dimensions as the AVAB auditory disability profile. This opens the possibility to 
compare individual hearing disabilities (AVAB) and individual compensation targets 
(COSI) along the same dimensions and to combine AVAB and COSI results for each 
individual.  

The goal of this study was to examine the applicability and added value of the 
combined use of AVAB and COSI in relation to the evaluation of a hearing aid fitting. 
The analyses primarily address the correspondence between the AVAB and COSI 
results, and the effects of hearing loss and level of experience on these results. 

METHODS 

Over a period of 10 months data were collected from various hearing aid dispensers 
that took part in a study which explored the advantages of self-report questionnaires 
in the hearing aid rehabilitation process. Auditory disability, before and after the 
hearing aid fitting, was assessed by the AVAB method. In addition, the COSI method 
was implemented to define individual targets and to measure the degree of change due 
to the hearing aid fit and the final ability afterwards with respect to the individual 
targets. 

Prior to the hearing aid selection and fitting process, pre-AVAB questionnaires were 
administered to the subjects, followed by a question to describe a maximum of 5 
situations in which they experience hearing difficulties. These situations formed the 
basis for formulating the COSI in dialogue with the hearing aid dispenser. The 
dispenser assigned matching AVAB dimensions to each COSI target (multiple 
dimensions per target were possible). Additionally, pure tone audiometry and speech 
audiometry were deemed mandatory aspects for the selection of a new hearing aid. 
Once fitted and after a trial period COSI targets were evaluated resulting in scores for 
degree of change and final ability for each individual target, again in dialogue with 
the hearing-aid dispenser. Furthermore a post-AVAB questionnaire was administered. 
Speech intelligibility in quiet, with and without the fitted hearing aid, was assessed as 
part of the final assessment of the benefit of the fitting. The fitting, trial and evaluation 
process were similar for first time users and experienced users. 
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Subjects 

A representative sample of both new hearing aid users and experienced hearing aid 
users who needed replacement of their hearing aid were included from 64 hearing aid 
dispensers in the Netherlands. Subjects participated voluntarily and were included 
when agreeing upon usage of their data as they fully completed the hearing aid fitting 
process including the purchase of the hearing aid. Subjects with a  CROS or biCROS-
fitting were excluded. 

RESULTS 

Data from 1223 subjects were collected, but data from 483 subjects were incomplete. 
A number of 740 subjects fulfilled the criteria of inclusion and their data were used 
for further analysis. The median of the trial period after the hearing aid fitting was 47 
days. Of the total group 58% was male and 42% female and about half (54%) of them 
were first time hearing aid users. The median age of the total group was 72 years. Pure 
tone threshold averages for 0.5, 1, 2 and 4 kHz were calculated for the better ear 
(PTAB) of all subjects, which showed a median hearing loss of 44 dB HL. Pure tone 
frequencies that exceeded the maximum output of the audiometer were denoted        
125 dB HL. The median difference between PTAB and the pure tone average at the 
other ear was 5 dB HL, indicating that by far most of the subjects had a symmetrical 
hearing loss. As a consequence, 90% of the fittings were bilateral. COSI responses 
showed that on average 3.8 fitting targets were formulated per individual. These fitting 
targets were attributed to AVAB dimensions by the hearing aid dispenser, who 
indicated on average 1.6 matching dimensions per fitting target. 

The overall scores for AVAB and COSI 

Overall AVAB and COSI scores (i.e., the mean of the scores per dimension for each 
subject, not the mean of all individual items) were analysed by examining the 
cumulative distributions of the reported scores. These cumulative plots show the 
percentage of subjects whose COSI or AVAB score had a value less than or equal to 
the score indicated on the x-axis. Figure 1a shows that both methods reveal large 
benefits of hearing aid fitting. In the COSI results there is a strong visual 
correspondence between the distribution of COSI scores for overall degree of change 
and final ability. These results are in line with the findings previously described by 
Dillon et al. (1999), which have also been plotted in Fig. 1a. The extent of similarity 
in our data is emphasized by a moderate to strong correlation (Spearman’s rho = 0.69), 
confirming the close relation between the two reported scores, not only on a group 
level but also on an individual basis. 

Further analyses reveal ceiling effects, most pronounced in the COSI scores (see     
Fig. 1b). In fact, over 87% of all subjects reported mean scores equal or greater than 
4, and 32% even reported the maximum score on all given targets.  
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Fig. 1: (A) Cumulative distributions of overall mean COSI results (left), degree 
of change (black) and final ability (grey), dotted and striped lines show results 
found by Dillon et al. (1999). AVAB results (right) show overall mean pre-
fitting results (black) and post-fitting results (grey). (B) Histogram of overall 
COSI Final Ability scores (left), and pre- and post- AVAB scores (right). 
 

Effects of hearing aid experience 

Effects of hearing aid experience of overall COSI final ability and overall pre- and 
post-fitting AVAB results are shown in Fig. 2. The responses of both COSI and 
AVAB were divided between first time users (54%) and experienced users (46%).  
COSI shows a slight difference between first time users and experienced users, while 
both pre- and post-fitting AVAB results show apparent differences.  

Effects of degree of hearing loss 

To analyse the effects of hearing loss on overall COSI and AVAB results, subgroups 
were composed based on pure tone average of the better ear (PTAB): ≤ 35 dB HL, 36-
45 dB HL, 46-55 dB HL, and > 55 dB HL. The cumulative distributions (Fig. 3) of 
the COSI results show a strong visual correspondence between subgroups, except for 
the group comprised of the largest hearing losses. In contrast, overall AVAB results 
pre- and post-fitting are well distinguishable and show higher average scores for 
subjects with less severe hearing losses at the better ear. 

A

B 
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Fig. 2: overall COSI final ability (left) and pre/post-AVAB (right) cumulative 
distributions for first time users and experienced users.  

 

 

 
Fig. 3: Overall COSI final ability (left) and pre/post-AVAB (right) 
cumulative distributions for different groups of PTAB. 

 

Effects for different dimensions of auditory functioning 

Individual COSI targets can be summarized and categorized according to the six 
auditory disability dimensions resulting from the AVAB questionnaire. This results 
in specific distributions among the six dimensions. The largest contribution of 
matched COSI targets was to the dimension speech in noise (98% of the subjects had 
at least one target for this dimension), followed by speech in quiet (75%), 
discrimination (41%), detection (37%), localization (37%), and lastly noise tolerance 
(23%). A total of 2844 COSI fitting targets was formulated. 

Figure 4 shows boxplots for pre- and post-fitting AVAB scores and COSI final ability 
scores in all six dimensions. It should be noted that these results comprise different 
numbers of responses between COSI and AVAB per dimension, which prevent a 
direct comparison. The median post-fitting AVAB scores were found to be higher 
relative to pre-fitting AVAB scores in all six dimensions. More specifically, pre- and 
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post-fitting AVAB scores shows clear differences in the degree of benefit among each 
of the six dimensions. The speech in noise dimension showed the largest difference 
between pre- and post-fitting AVAB score, the smallest effect is denoted by the 
tolerance dimension. Differences between dimensions were less pronounced in the 
average COSI final ability results.  

 

 

 
Fig. 4: Boxplots of COSI and pre/post AVAB scores per auditory disability 
dimension: Det=Detection; SiS=Speech in silence; SiN=Speech in noise; 
Loc=Localization; Dis=Discrimination; Tol=Noise tolerance. 

 

DISCUSSION 

Our study focused on the combination of two self-report questionnaires (AVAB and 
COSI) for the selection and evaluation of hearing aids. In a representative population 
of hearing aid users, both AVAB and COSI show a beneficial effect of fitting new 
hearing aids for six dimensions of auditory functioning. AVAB scores show more 
differentiation than COSI scores between user types (first time user or experienced 
user), degrees of hearing loss, and between the six dimensions.  

The current study indicates that the two outcome measures resulting from COSI 
(degree of change and final ability scores) are closely related. Both measures show 
similar overall cumulative distributions, as well as a moderate to strong correlation 
between individual scores. These results match those found by Dillon et al. (1999) 
and suggest that there is no apparent distinction between the two measures. Therefore, 
it could be argued that merely evaluating final ability could be sufficient to assess 
individual COSI targets. COSI scores had a skewed distribution, with a tendency 
towards maximum scores. A possible explanation for the ceiling effect in the COSI 
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scores might be a biased judgement by the audiologist/dispenser. On the other hand, 
Dillon et al. (1999) reported very similar results concerning the observed ceiling on 
the COSI results and argue that there may be a tendency for individuals to exaggerate 
their level of satisfaction. COSI targets are central to the rehabilitation process and 
efforts will be made to achieve maximum results on each of these targets, which 
implies considerable attention from the dispenser for the subject’s COSI targets. This 
is not necessarily the case for conventional questionnaires such as AVAB of which 
not all items are equally relevant or even applicable to the subjects rehabilitation 
needs. In other words, greater attention to the COSI targets might contribute to the 
ceiling effect in final ability scores. 

Although AVAB post scores also show a skewed distribution (Fig. 1), AVAB scores 
vary more between subjects than COSI scores. As a result, AVAB scores show 
differences between groups of user types (first time or experienced users) and degrees 
of hearing loss, which were not matched by COSI scores (Figs. 2 and 3). Furthermore, 
AVAB scores differ more between the six dimensions than COSI scores (Fig. 4). One 
reason for this might be that within the AVAB questionnaire all subjects had answered 
questions about all six dimensions, whereas COSI included only a limited range of 
situations. Assignment of these situations to the six dimensions is subjective and 
might differ between dispensers, although previous results show high inter-observer 
agreement. Also, multiple dimensions could be assigned to one target, resulting in the 
same score for different dimensions for one COSI target. This reduces the ability to 
discriminate between dimensions in final COSI scores.  

Due to the low variability in scores, COSI in its current form appears to have limited 
value for evaluating effects of hearing aid fitting between different groups of users. 
AVAB, on the other hand, seems to be a useful outcome measure for such analyses. 
However, for counseling purposes COSI forms a useful addition to the AVAB 
questionnaire in that it provides concrete targets for an individual hearing aid fitting. 
Assigning the COSI targets to the six AVAB dimensions, supports the interpretation 
and weighting of the AVAB results for an individual, and the translation into 
important hearing aid functions and settings. On the other hand, the AVAB has added 
value in combination with the COSI in that it always provides results for all six 
defined dimensions of auditory functioning and therefore provides a broader overview 
of the fitting results. In addition, by first completing the AVAB questionnaire pre 
fitting, subjects are encouraged to think about their hearing ability in a broad range of 
situations before they define their individual need for rehabilitation. 

In conclusion, both COSI and AVAB are very suitable in the evaluation of hearing 
aid rehabilitation, each method having specific strengths and weaknesses. AVAB 
contributes to the formulation of individual needs of rehabilitation used by COSI and 
provides detailed information on pre- and post-fitting evaluation. COSI is a very 
strong tool for the assessment of individual rehabilitation needs but is less sensitive 
for comparison between groups due to responses at or near the top of the response 
scale. AVAB on the other hand seems to be a useful tool for such comparisons and 
provides a broader insight in the auditory functioning of individuals. These 
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differences between COSI and AVAB point to the fact that both methods should be 
used complementary, rather than separately. 
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The present study compared clinical measures of auditory function in two 
listener groups prone to hidden hearing loss relative to a control group: a) 
listeners with tinnitus, and b) listeners with a history of noise-exposure. 
Auditory brainstem response (ABR) wave I, III and V were measured in 
response to a 4-kHz tone burst to quantify the level-growth of wave I and 
the amplitude difference between waves I-III and I-V. In addition, speech-
in-noise performance using “Dantale I” and the Danish hearing in noise test 
(HINT) were assessed. The ABR wave-I level growth showed no difference 
between the tinnitus-, noise-exposed- and control group. The listeners with 
tinnitus had, however, significantly larger wave I-III differences indicating a 
gain at brainstem level. While the ABR results support that the wave I-III 
difference can be used as a physiological indicator of tinnitus, none of the 
applied audiological methods show signs of a noise-induced hidden hearing 
loss in the tested listener groups.  

INTRODUCTION  

It has been a common assumption that temporary threshold shifts (TTS) following a 
noise-exposure were not hazardous as the observed pathology and shift in threshold 
were, as the name suggests, temporary. It was further assumed that hazardous sound 
levels, causing permanent deficits, primarily targets and damages outer hair cells 
(OHC) (Puel et al.,1988; Lawner et al., 1997). Such damage causes reduced 
sensitivity to soft sounds which can be assessed with standard pure-tone audiometry. 
Recent animal studies suggest, however, that 40 dB TTS cause immediate permanent 
damage of the inner hair cell (IHC) synaptic ribbons and afferent type I nerve fibres 
prior to any involvement of the OHCs (Kujawa and Liberman, 2009). This damage 
was reflected in the ABR as significantly reduced amplitude of wave I in response to 
supra-threshold level stimuli, while thresholds measured using ABR wave V 
normalised. Following this acute synaptic damage, a slowly progressive loss of cell 
bodies in the spiral ganglion was observed (Kujawa and Liberman, 2009).  This 
suggests that noise-exposure causing TTS can cause immediate synaptic damage and 
progressive nerve damage (i.e., noise-induced neural degeneration, NIND) without 
affecting threshold sensitivity to pure-tones. One explanation for the restoration of 
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thresholds could be the finding that high spontaneous rate fibres (HSRFs) were 
largely unaffected by noise exposure, whereas the synaptic damage predominantly 
affected low spontaneous rate fibres (LSRFs) (Furman et al., 2013). LSRFs have 
higher thresholds and have been suggested to be responsible for the coding of mid- 
to high-intensity stimuli (Liberman, 1978; Taberner and Liberman, 2005). In 
addition to coding supra-threshold stimuli, it has also been suggested that LSRFs are 
critical for processing of auditory stimuli in the presence of high-level background 
noise (Costalupes et al., 1984). The consequences of NIND are therefore assumed to 
not be reflected in the audiogram, and have been given the term “hidden hearing 
loss” (Schaette and McAlpine, 2011). Thus, if acoustic overexposure also causes 
NIND of the LSRFs in humans, this may help to explain auditory disorders defined 
as difficulties processing speech in challenging listening environments, despite 
normal pure-tone thresholds (Zhao and Stephens, 1996). NIND has also been 
suggested to be a potential contributor to tinnitus in the absence hearing loss 
(Schaette and McAlpine, 2011).  

So far physiological evidence of NIND has been shown for both mice (Kujawa and 
Liberman, 2009) and guinea pigs (Furman et al., 2013).  In humans, it is not possible 
to expose listeners to noise in order to investigate its consequences on physiology 
and auditory perception. Therefore, efforts have been made to investigate deficits in 
listener groups with a history of noise-exposure using behavioural and physiological 
measures. The reported results are, however, inconclusive. Significantly lower ABR 
wave I amplitudes  in response to high-level stimuli have been found in listener 
groups with a self-reported higher exposure history compared to a control group 
with less reported exposure history (Bramhall et al., 2016; Liberman et al., 2016). 
Liberman et al. (2016) also reported significantly poorer performance on speech 
recognition in noise in the high-exposure group compared to the control group. In 
addition, a relationship between ABR wave I amplitude and self-reported noise 
exposure for female listeners, but not male listeners, has been reported (Stamper and 
Johnson, 2015). The findings of these studies support the assumption that NIND also 
exists in human listeners. A large study performed with 129 normal-hearing listeners 
found, however, no correlation between ABR wave I amplitude and history of noise-
exposure, or any correlation between behavioural performance and noise-exposure 
(Prendergast et al., 2016). Hence, it has still to be revealed if NIND occurs in human 
listeners, and if NIND can explain auditory deficits such as tinnitus or impaired 
speech recognition in noise, in the presence of normal threshold sensitivity.  

The present study investigates if listeners prone to hidden hearing loss will: a) show 
a shallower slope in the level-growth of wave I, b) have larger amplitude gap 
between waves I-III and I-V, c) show poorer speech-performance in noise than the 
control group, and d) if level-growth is correlated with speech-in-noise performance. 

METHOD 

Listeners: Two test groups and a corresponding control group were included in the 
study: a) listeners with tinnitus who reported chronic tinnitus for a minimum of one 
year (tinnitus group; n = 7, mean age 26.8 ± 1.9 years), and b) listeners with a self-
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reported history of over-exposure working in loud sound environments (professional 
musicians) for at least 5 hours a day, 5 days a week for at least 1 year (exposure 
group; n = 9, mean age 25.6 ± 4.1 years). A loud sound environment was defined as 
an environment in which one would need to raise his or her voice in order to 
communicate. All listeners across the groups were young normal hearing (pure-tone 
thresholds ≤ 15 dB HL between 0.25 – 8 kHz) listeners between the ages of 18-35 
years. The control group consisted of 9 listeners (mean age = 25.11 years ± 4.7).  All 
participants provided informed consent and all experiments were approved by the 
Science-Ethics Committee for the Capital Region of Denmark (reference H-
16036391). 

ABR: ABRs were recorded using the Interacoustics Eclipse ABR system 
(EP15/EP25). Disposable non-invasive inverting electrodes were attached to the 
mastoids, a non-inverting electrode was placed on the middle of the forehead just 
below the hairline, and the ground electrode was placed below the non-inverting 
electrode. An impedance of < 3 kΩ was ensured before initiating the measurement. 
Listeners were instructed to relax and preferably sleep while lying in an electrically 
shielded sound proof booth. 4-kHz tone burst stimuli of 1.25 ms, using Blackman 
window, were presented monaurally using ER2 insert earphones at peak-equivalent 
sound pressure levels (peSPL) of 97, 102 and 107 dB peSPL. The stimuli were 
presented with alternating polarity at a rate of 11.1/s and the ABR waveforms were 
recorded from −5 to 11 ms. Each measurement continued until a residual noise level 
of  ≤ 30 nV was obtained or a maximum of 4000 sweeps were recorded. ABR wave 
I-V peak-to-trough amplitudes were selected manually. 

Discrimination score (DS): DS was measured using the “Dantale I” material 
comprising wordlists consisting of 25 single monosyllabic words in speech-shaped 
noise (Elberling et al., 1989). For each ear 3 lists were presented at 3 different SNR 
levels (10, 5 and 0 dB SNR). The speech level was kept at a constant level of 70 dB, 
while the noise was started at 60 dB and increased in steps of 5 dB for each list. 
Scoring was kept in percentage correctly repeated words of the 25 presented words. 

Hearing in noise test (HINT): The Danish HINT sentences (Nielsen and Dau, 2009) 
were presented monaurally in speech shaped background noise of 70 dB SPL. The 
stimuli were generated in MATLAB (The Mathworks, MA, USA) and presented 
over headphones (Sennheiser HDA200). Lists of 20 sentences were presented, and 
the listener was asked to repeat the sentences after best ability. The speech level was 
adaptively adjusted dependent on the response of the listener.  The test was always 
started with an SNR of 0, with an initial speech level of 70 dB SPL. Before each 
test, a list of 20 training sentences was completed to familiarize the listener with the 
test and to eliminate training effects.  

Speech recognition in noise was measured for the control and exposure group. 
However, not all listeners completed the speech task. For DS all the exposure group 
listeners, but only 5 out of 9 control listeners completed the task (n = 14). For HINT 
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data was measured from 8 of the listeners in the exposure group, but only 2 in the 
control group (n = 10).  

Statistical evaluation: Statistics were calculated using Mann-Whitney U, and linear 
regression was calculated using the statistical software R (R Core Team, Vienna, 
Austria). 

RESULTS 

Figure 1 depicts level-growth (amplitude of ABR wave I as a function of level 
increase) for the groups for right (left panel) and left (right panel) ear separately. The 
average level-growth from 97 to 107 dB peSPL for the right ear was 0.108 µV for 
the control group, 0.104 µV for the exposure group and 0.092 for the tinnitus group. 
Statistical analysis showed no significant differences of level-growth across listener 
groups. Significantly lower level-growth was, however observed for the left ear of 
the exposure group between 102-107 dB peSPL (U = 12, p < 0.01, one-tailed) 
compared to the control group. The tinnitus group had significantly steeper level-
growth from 97-102 dB peSPL (U = 17, p < 0.05, two-tailed) compared to the 
control group. 
 

 
 
Fig. 1: Wave I amplitude measured at 97, 102 and 107 dB peSPL. Results 
from the right ear are shown in the left panel and results from left ear are 
shown in the right panel. The upper panels show results from the control 
(grey circles) and tinnitus group (black squares). The bottom panels depict 
the exposure (black triangles) and the control group (grey circles). Mean 
values across groups are shown as solid markers and the individual data are 
shown as open markers. 
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Figure 2 shows the results of the discrimination score (DS) as a function of the level 
growth. No significant difference was observed between the DS of the two groups 
for the right ear values (U = 33, p > 0.05), but a significant difference was observed 
for the left ear (U = 20.5, p < 0.05, one-tailed). The Pearson correlation coefficient 
also showed a significant positive correlation between level-growth and DS with 0 
dB SNR (the most challenging SNR) on the left ear (r = 0.53, p < 0.025, one-tailed). 
However, there was no correlation between these two variables for the right ear        
(r = 0.25, p > 0.05). Measures of the Danish HINT did not show significant 
differences across groups, and no significant correlations between HINT and level-
growth were found on either right (r = 0.25, p < 0.05, one-tailed) or left (r = 0.15,    
p < 0.05, one-tailed) ear of the listeners. 

 
 
Fig. 2: DS measured with an SNR of 0 dB SNR as a function of ABR wave 
I level-growth for right ear (left graph) and left ear (right graph).  
 

Figure 3 shows the difference in amplitude between ABR waves I-III between the 
control and tinnitus group (two upper panels) and the control and exposure group 
(bottom two panels) measured at a level of 107 dB peSPL. Significantly larger 
amplitude difference between waves I-III was observed for the listener group with 
tinnitus compared to the control group for both right (U = 15, p < 0.025, one-tailed) 
and left ear (U = 12, p < 0.01, one-tailed). This significant difference was not 
observed between the control and exposure group either for the right (U = 35,           
p > 0.05) or left ear (U = 32.5, p > 0.05).  

No significant difference between ABR waves I-V was observed between the 
exposure and control group for right (U = 33, p > 0.05) or left ear (U = 37, p > 0.05) 
nor for the tinnitus and control group right (U = 28.5, p > 0.05) or left ear (U = 22,    
p > 0.05, one-tailed). 
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Fig. 3: Amplitude difference between ABR waves I-III for right (left panels) 
and left ear (right panels). The upper graphs show results from the control 
(grey circles) and tinnitus group (black squares), while the bottom graphs 
depict the exposure (black triangles) and the control group (grey circles). 
Mean values across groups are shown as solid markers and the individual 
data are shown as open markers. 

DISCUSSION 

The hypothesis of the current study was that if NIND occurs in human listeners 
(Kujawa and Liberman, 2009), ABR wave I level-growth will be significantly lower 
for a group with a history of working in higher-level sound-exposure or with chronic 
tinnitus with a normal audiogram. This hypothesis was not supported by the data.  

Significantly lower level-growth was only found for the exposure group on the left 
ear between 97 and 102 dB peSPL (U = 12, p < 0.01, one-tailed). Despite of this a 
significant correlation (r = 0.53, p < 0.025, one-tailed) between level-growth and DS 
was observed for the left ear of listeners in the control and exposure group. Left ear 
DS was in fact also significantly poorer in the exposure group compared to the 
control group (U = 20.5, p < 0.05, one-tailed). These data and the fact that DS was 
not correlated with age (r = 0.03, p > 0.05) could thus support a potential 
relationship between the pathology of noise-induced synaptic and neural 
degeneration and auditory disorders despite normal audiogram. However, level-
growth was also significantly correlated with age for both right (r = 0.45, p < 0.05, 
one-tailed) and left ear (r = 0.49, p < 0.025, one-tailed). Multiple regression was 
performed to take the age variable into account. This reinforced the significant 
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correlation between DS and level-growth (r = 0.61, p < 0.025, one-tailed). For the 
right ear this relationship can be rejected as level-growth and DS did not correlate 
significantly (r = 0.25, p > 0.05). The lack of significant difference on the HINT 
scores of the groups and correlation with level-growth suggests that NIND does not 
occur in humans. However, since the HINT material consists of natural sentences, it 
cannot be ruled out that cognitive abilities could have affected the results.  

The hypothesis that the two groups assumed prone to NIND show larger amplitude 
differences between waves I-III was not confirmed for the exposure group relative to 
the control group. A significant difference between the tinnitus and control group 
was however confirmed with significantly larger amplitude difference between 
waves I-III for both right (U = 15, p < 0.025, one-tailed) and left ear (U = 12,           
p < 0.01, one-tailed) for the tinnitus group compared to the control group. This is in 
agreement with previous literature suggesting a relationship between the diagnosis 
of tinnitus, despite normal threshold sensitivity, and neural gain at brainstem level 
(Hickox and Liberman, 2014; Knipper et al., 2013; Schaette and McAlpine, 2011).  

Despite the possibility that NIND is absent in the tested listeners, one might 
speculate that the results of the present study can be explained by individual 
susceptibility to noise and developing hearing impairment or NIND. In such a case, 
the grouping variable ‘noise exposure’ might reduce the significance of the results.  

CONCLUSION 

The current study did not find evidence of reduced ABR wave I level-growth in 
groups assumed prone to NIND using clinical measures. The findings of this study 
cannot confirm the presence of NIND in human listeners. The significant correlation 
between level-growth and DS on the left ear, however support the assumption that 
poorer speech recognition in noise, despite normal audiometric thresholds, can be 
attributed to loss of LSRFs. Furthermore, the findings of increased amplitude 
difference between waves I-III in the listeners with tinnitus support evidence of a 
relation between hyperactivity in the brainstem and tinnitus. Overall, the results of 
the clinical measures used in the current study either suggest that NIND is not 
present in the tested listeners or that these measures are not sensitive enough to 
reveal a clear connection between noise exposure and NIND in human listeners.  
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The scale illusion detection task: Objective assessment of 
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The normal auditory system can fuse sounds from both ears into a single 
sound object (binaural fusion). This ability can be assessed subjectively by 
asking whether listeners perceive one or two sounds or by the scale illusion 
percept described by Deutsch (1975). The aim of the current study is to 
develop an objective task to measure binaural fusion. Twelve normal-hearing 
participants had to detect one deviant note within a stream composed of a 
repeating melody while simultaneously being presented with another stream 
of randomized notes. The experiment included 3 conditions. First, in a 
monaural condition both streams were presented to the same ear. Then, in a 
binaural condition every second note from each of the two streams was 
presented to the other ear. Finally, in a binaural control condition, the timbre 
of all the notes presented to one ear was altered severely, to prevent binaural 
fusion. The expected result was a better detection of deviant notes for listeners 
that are able to fuse streams across the two ears. Each condition had 24 
repetitions. In the binaural and monaural conditions, average performance 
was about 80% correct, while the control condition showed a significantly 
lower performance of about 50%. Thus, this type of experiment can be used 
to test objectively if fusion takes place. It lays the foundation for further 
studies with bilateral and bimodal cochlear implant listeners. 

INTRODUCTION 

While listening with both ears, humans fuse sounds binaurally into a common percept. 
Consequently, the voice of one speaker is perceived as one sound object, rather than 
two separate voices and information from both ears can be utilized to localize sounds 
or achieve superior speech perception in noise (cf. Middlebrooks et al., 2017). 

This ability to fuse binaurally presented sounds into one percept has been 
demonstrated elegantly by the scale illusion percept described by Deutsch (1975). It 
is based on a complex stimulation pattern, which consists of two melodies at two 
different frequency ranges (one high and one low). Both melodies go up and down in 
frequency over eight notes (see Fig. 1). These are presented in such a way that every 
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second note from each stream is played to the other ear. Yet, listeners most often 
perceive the two ordered melodies, each of them lateralized to one side. 

 

 

 

Fig. 1: Melodic pattern and percept for the original scale illusion (Deutsch, 
1975). 

 

These results clearly illustrate the ability to fuse sounds binaurally, as there is no other 
explanation for the reported percepts. However, the scale illusion experiment was 
based on a subjective task. Participants had to describe and draw their percepts. Such 
descriptions are open to interpretation by the experimenter and carry the risk of a 
potential biases. The aim of the current study is to find a fast and objective measure 
for binaural fusion by using a forced-choice detection paradigm. 

PARTICIPANTS 

The new experiment has been evaluated with 12 normal-hearing listeners. They have 
been recruited from the students and staff at the Technical University of Denmark. 
Their age ranges from 24 to 31 years with a mean of about 26.95 and a standard 
deviation of about 1.73 years. Of the participants, 25.0% were female, 58.3% reported 
musical experience such as regular singing or playing an instrument and 75.0% were 
right-handed. 

All participants provided informed consent and all experiments were approved by the 
Science-Ethics Committee for the Capital Region of Denmark (reference H-
16036391). 
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STIMULI 

The experiment was based on the scale illusion percept, featuring notes from the same 
set of frequencies. Unless denoted otherwise, these notes were presented as pure tones 
using the corresponding frequencies from the western tuning of the twelve-tone equal 
temperament scale. The duration of the notes was 250 ms, as in the original study. 
Further, half Hann-window ramps of 10 ms were applied to onset and offset of the 
notes to prevent spectral splatter. All the stimuli were loudness balanced using an 
adjustment procedure. This balancing has been performed twice for all frequencies 
used in the experiment, based on an external reference sound with preferred most 
comfortable loudness level chosen by the participant. 

Stimuli were presented in a double-walled sound isolated listening booth via 
Sennheiser HDA-200 headphones. 

METHOD 

Like in the original scale illusion experiment by Deutsch (1975), our new experiment 
used two melodies. We will refer to these two as the target stream and the distractor 
stream (or melody). The target stream was meant to be followed by the listener. It was 
chosen to be identical to one of the eight-note melodies in the scale illusion, either of 
the higher or lower frequency range. The distractor stream then consists of eight notes 
with frequencies chosen randomly from the other frequency range (i.e., if the target 
stream was of the higher frequency range, the distractor was of the lower range and 
vice versa). Both streams together were presented in the same way as in the original 
illusion, i.e., every second note from each stream is presented to the other ear in a 
pattern symmetrical to the middle of the eight notes sequence (see Fig. 2). 

If a listener could fuse, he or she would be able to follow the target melody stream 
described above, while perceiving the distractor stream on the other side. If the listener 
was not able to fuse, he or she would perceive random melodies on both sides. 

The task of the experiment was to detect a deviant note introduced into the target 
stream. A listener who fuses the binaural input into one stream was expected to be 
able to detect this deviant easily, whereas somebody who does not fuse the binaural 
input will fail to detect the change due to the random input in both ears. 

First in each trial, the participant was presented with the target stream alone twice, to 
signal which stream to listen for. After that, target and distractor streams were 
presented six times. Of these six repetitions, the first three serve the purpose to allow 
for a build-up of streaming, as it has been reported that streamed percepts arise 
gradually over several seconds (Bregman, 1994, cf. Fig. 3). One of the last three 
repetitions contains the deviant note, as depicted exemplarily in interval B of Fig. 2. 
The currently presented interval was indicated on the graphical user interface. This 
arrangement thus represented a 3-alternative forced-choice paradigm. This prevents a 
bias in answers, compared to a yes/no task, since participants know that the deviant 
has occurred in one of the intervals (Wickens, 2002). 
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The deviant could occur at any of the inner 6 notes within a repetition of the melody, 
but not the first or last position, to prevent confusion of the interval. Its occurrence 
was counterbalanced with respect to the side of presentation, interval, higher or lower 
melody as the target stream and the order of trials has been randomized per participant 
to avoid order effects. 

 

 

 

Fig. 2: Pattern of the scale illusion detection task, based on Deutsch (1975). 
A random deviant occurs in the ordered stream. The other stream consists of 
random sounds. There is always one higher and one lower stream and half of 
each stream is presented to the other ear. 

 

 

 

 

Fig. 3: Structure of a single trial. The Target consists of two repetitions of the 
target stream alone (either the low or the high stream of notes). After that, the 
randomized stream joins it. The streaming can build up over 3 iterations of 
the basic sequence, before finally, the deviant occurs in one of the three last 
repetitions, A, B, or C. 

 

Before conducting the test, participants underwent a training session. This training 
session was almost equal to the experiment itself, with the difference that the 
participants were given feedback whether they answered correctly. It was furthermore 
possible to repeat the stimuli. 

The experiment featured further three conditions: a test condition for binaural fusion 
and two control conditions to verify that the task was indeed performed by fusing the 
target melody from the binaural input. Each of the three conditions was repeated 24 
times. 
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Binaural test condition 

In the binaural test condition, both the target and the distractor stream were presented 
in the same fashion as the original scale illusion, i.e., every second note from each 
stream was presented to the other ear. This condition thus requires binaural fusion to 
perceive the two streams. 

Monaural control condition 

In the monaural control condition, the target and the distractor streams were presented 
to the same ear. In this condition, listeners should be able to segregate the two streams 
based on their frequency range, even if they could not perform this segregation 
binaurally. 

Binaural control condition 

In the binaural control condition, target and distractor streams were again presented 
binaurally, as in the binaural test condition – but binaural fusion was prevented by an 
altered timbre for all sounds in one ear. 

In addition to pitch, also timbre represents a grouping cue (cf. Bregman, 1994; 
Deutsch, 1999). Here, it was altered severely by manipulating the temporal envelope 
and harmonics: Compared to the normal presentation, the duration of the notes itself 
have been shortened to 200 ms, while keeping the overall interval at 250 ms. 
Additionally, the half Hann-window ramps have been set to a duration of 50 ms. This 
corresponds to changes in the attack, release and sustain of the notes. Furthermore, 
harmonics of the pure tone at 2, 3, 4, and 5 multiples of the fundamental frequency 
have been added. 

These changes were therefore expected to lead to a breakdown of performance that 
reflects the effect of binaural fusion when compared to the binaural test condition. 

ANALYSIS 

A binomial distribution underlies this task, since the answer is either correct or false. 
Therefore, the significance levels for p ≈ 0.333 are given by: Pr(X ≥ 13, n=24) ≈ 
0.0284 (* ; ≥ 54.17 %), Pr(X ≥ 15, n=24) ≈ 0.00323 (** ; ≥ 62.50 %) and Pr(X ≥ 16, 
n=24) ≈ 0.00860 (*** ; ≥ 66.67 %). 

RESULTS 

The results are presented in Fig. 4 with the detection performance plotted as percent 
correct for the three conditions, binaural, binaural control and monaural. The average 
performance for the binaural and monaural conditions lies at about 80% correct (***), 
while the binaural control with altered timbre shows an average performance slightly 
above 50 % and still not significantly above chance performance. 
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Fig. 4: Results of the scale illusion detection experiment in percent correct 
for the three conditions: C1: binaural streaming, C2: binaural control and C3: 
monaural streaming. The bars give the range for the standard error, the dashed 
line the chance level at 33.33 % and the dotted line indicates the performance 
level significantly above chance, 54.17 % (cf. Analysis). 

 

CONCLUSIONS 

This study describes a task that proves binaural streaming and fusion ability of normal 
hearing participants. It is based on two melody streams that form the scale illusion. 
The participants showed that they can build a fused stream out of the binaural input, 
follow this stream and successfully detect the deviant note embedded into it. Further, 
in this task their monaural performance equals their binaural performance. The 
participants therefore do not have more difficulty following the streams binaurally. 
Additionally, the results of the binaural control condition demonstrate that a severe 
difference in timbre across ears leads to a breakdown of performance. When the two 
ears have such a severely different timbre, the components of the streams can no 
longer be identified as belonging together and the binaural information is no longer 
fused into a segregated object. Thus, participants can no longer follow the melody 
stream and identify the deviant note. Besides, this breakdown in performance shows 
that single-ear listening is insufficient to score well in the binaural condition, 
validating the experiment’s design. 

Variants of this task can potentially be used to test fusion ability of cochlear implant 
users (both bilateral and bimodal), where it is unclear whether binaural fusion takes 
place. This will be investigated in further studies. 
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For cochlear implant users, temporal and place cue are assumed to vary
along two orthogonal perceptual dimensions linked to pitch height and timbre.
Here, the effect of electrode place, pulse rate, and amplitude modulation
frequency on those perceptual dimensions was investigated. Combinations of
different electrode places with differing pulse rates or modulation frequencies
were presented to the participants while they were asked to rate pitch height
and sound quality using multiple verbal attributes. The results indicate that
temporal and place cues induce two perceptual dimensions that can be both
linked to pitch and timbre.

INTRODUCTION

Pitch is one of the primary auditory sensations and plays an important role when
defining and differentiating our acoustic environment. Although human listeners
perform remarkably well in discriminating and ranking pitch, this task remains
difficult for hearing-impaired listeners. Especially for cochlear implant (CI) users
the perception of musical and voice pitch has been shown to be problematic (cf.
McDermott, 2004, for a review). For normal-hearing listeners, pitch has been
suggested to have multiple dimensions such as pitch height or pitch chroma. However,
when dealing with the different cues that can induce a pitch-like sensation in CI users,
there seems to be a lack of definition (Oxenham, 2008).

The implant can provide three different types of potential pitch cues that can be
manipulated independently and that have been assumed to elicit a change in pitch
height: (i) Place cues are provided by a change in place of electrode; (ii) Rate cues are
associated with the pulse rate in pulses per second (pps); and (iii) Modulation cues can
be provided by imposing an amplitude modulation on a sufficiently high carrier pulse
train (e.g., Tong et al., 1983; Shannon, 1983; McKay and Carlyon, 1999). Further,
pitch can be either increased or decreased when both rate and place cues are varied in
complementary or contradictory directions, respectively (Zeng, 2002). However, pitch
perception remains poor in most CI users: Rate pitch deteriorates above a specific

∗Corresponding author: wila@elektro.dtu.dk

Proceedings of the International Symposium on Auditory and Audiological Research (Proc. ISAAR), 
Vol. 6: Adaptive Processes in Hearing, August 2017, Nyborg, Denmark. Edited by S. Santurette, T. Dau, 
J. C.-Dalsgaard, L. Tranebjærg, T. Andersen, and T. Poulsen. The Danavox Jubilee Foundation, 2017.
© The Authors. ISBN: 978-87-990013-6-1.
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“upper limit” (generally 300 to 500 pps) and place cues are limited by the number of
implantable electrodes, current spread, and shallow insertion depths.

Even though the sensations induced by rate cue and place cue can be ranked from low
to high, they have been shown to be independent as they vary along two orthogonal
perceptual dimensions (Tong et al., 1983). It has been hypothesised that the dimension
connected to rate may be linked to pitch height whereas the dimension connected
to place may rather be linked to timbre (McDermott and McKay, 1997; McKay et
al., 2000). Particularly brightness, a timbre attribute associated with the spectral
centroid of a sound in normal-hearing listeners, has been assumed to correlate with
electrode place. Fearn and Wolfe (2000) tried to determine perceptual features other
than pitch by assessing the sound quality of regular pulse trains while varying place
and rate parameters. They let six CI recipients scale the pitch and sound quality for
stimuli from 100 to 1000 pps presented on apical, middle, and basal bipolar electrode
pairs. Results showed that low pulse rates presented on the basal electrodes were
rated with the poorest sound quality and participants reported that these stimuli were
rather perceived like buzzing sounds. In a similar study, Landsberger et al. (2016) also
found ratings of the attribute “clean” to be low for low-rate stimuli presented at basal
cochlear locations. Still, “cleanness” remained high when low-rate pulse trains were
presented at apical locations, suggesting better sound quality when temporal code is
provided apically.

It remains unclear which specific sound sensations can be linked to the physical
parameters of pulse rate, place of electrode, and modulation frequency. The aim of
the present study was to investigate the effect of these parameters on the perceptual
dimensions associated with pitch and timbre by using verbal attributes, and to
assess whether they induce independent dimensions. It was also assessed whether
both changes in pulse rate and modulation frequency led to a similar patterns of results
for the same timbre attributes.

METHODS

Participants

Five adult native Danish speaking participants with Nucleus devices were tested at
the Technical University of Denmark (DTU). Specific participant demographics are
presented in Table 1. All participants provided written informed consent and all
experiments were approved by the Science-Ethics Committee for the Capital Region
of Denmark (reference H-16036391). All tested electrodes were present in the
participant’s clinical map.

Stimuli

Stimuli consisted of single electrode, cathodic-first biphasic pulse trains. All stimuli
were presented with a pulse duration of 25 μs, an interphase gap of 8 μs, and in
monopolar mode. Two different sets of stimuli were generated. The first set was
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Participant Age in years Years of implant use Age of onset hearing loss

C1 73 13 20

C2 19 14 Birth

C3 45 2 25

C4 64 15 13

C5 43 5 Birth

Table 1: Details of the five CI users who participated in the experiment.

created by all possible combinations of electrode numbers 22, 18, 14, and 10 and pulse
rates of 80, 150, 300, 600, and 1200 pps. The second stimulus set was composed
of amplitude-modulated pulse trains with modulation frequencies of 80, 150, 200,
300, and 400 Hz imposed on a constant carrier of 1200 pps, presented via the same
electrodes as in set 1. The amplitude of each stimulus was adjusted for presentation at
a comfortable and equally loud level, as described in the following.

Procedure

The loudness growth for all stimuli was estimated before loudness balancing. On a
single electrode, a stimulus was played initially below threshold and then gradually
increased in 0.88-dB steps from threshold to upper comfort level. The 10-point
loudness scale from Advanced Bionics was used to let the participants indicate the
loudness level of each stimulus presentation. For loudness balancing, the reference
stimulus was a 300-pps pulse train on electrode 18. This stimulus was first adjusted
to have the most comfortable level. Thereafter, pulse trains of the same rate but
differing in electrode number were balanced to this reference. For this, two stimuli
were presented with a duration of 500 ms and with a 500-ms interstimulus interval
at amplitudes corresponding to what had been previously described as the most
comfortable loudness in the first interval, and a lower loudness level in the second.
After participants adjusted the loudness of the test stimulus to be the same of the
reference, both reference and test stimulus were swapped and the test stimulus was
presented at the previously determined comfort level in the first interval while the
reference was balanced to it. The adjusted level was calculated by averaging the
current difference in the logarithmic domain. Once the 300-pps pulse trains were
set to equal loudness, the 80-pps, 150-pps, 600-pps, and 1200-pps pulse trains were
each balanced to the 300-pps pulse train on the same electrode.

After loudness balancing, participants were familiarised to the range of stimuli and
definitions and descriptions for all attributes were provided in Danish, taken from
the DELTA lexicon of sound-describing words (Pedersen, 2008). The listeners were
then presented with one randomly selected single electrode pulse train with a duration
of 2 s and asked to rate “pitch height”, as well as sound quality, using multiple
verbal attributes, i.e., “calm”, “loud”, “clean”, “complex”, “bright”, “lively”, “rough”,
“boomy”, and “humming” which were translated into Danish (i.e., “høj”, “rolig”,
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“kraftig”, “ren”, “kompleks”, “lys”, “livlig”, “ru”, “dybtoneresonant”, “summende”).
Responses were collected on continuous verbal attribute magnitude estimate scales
ranging from 0 to 100, with 100 translating into a full agreement between the attribute
and the sound specific sensation and 0 to the opposite. All attributes were displayed
at the screen at the same time and in random order. In a single trial, participants
could click on a “play” button to be presented with the stimulus and were encouraged
to repeat the sounds as often as necessary. The procedure was repeated until 3
measurements were collected for each stimulus with each of the ten descriptors for
all participants.

To reduce variability and investigate the relationship between the physical parameters
and pitch height, brightness, and roughness further, five more repetitions were
conducted for these attributes with the same participants.

RESULTS

Results in Fig. 1 show the principal component analysis (PCA) for scalings of all
10 attributes with variables plot (left), scores plot (right) for stimulus set 1 (top) and
stimulus set 2 (bottom). The number of dimensions kept in the results was estimated
by using the generalised cross-validation approximation method. The data are scaled
to unit variance.

The scores plot for stimulus set 1 seen in Fig. 1 (upper right) shows that the first
two principal components can account for around 80% of the variance. For stimulus
set 2 (Fig. 1, bottom right), approximately 70% of the variance can be explained by
components 1 and 2.

The variables plot for both stimulus sets (Fig. 1, left panels) shows that many of the
chosen attributes covary. However, the majority of the attributes lies orthogonal to the
attribute pitch height, e.g., roughness, complexity, cleanness, calmness, etc. As all
attributes were supposed to be equated in loudness, the attribute loud is only showing
weak correlation with low-rate pulse trains on apical electrodes. Brightness, which
has previously been associated with place of excitation, does neither show the same
ratings as pitch height, nor is orthogonal to it.

Results from the repeated measurements on pitch height, brightness, and roughness
are shown in Fig. 2 and Fig. 3. The results are analysed by means of a mixed model
with two within-listener factors, pulse rate and electrode place, and the random effect
participant.

Scalings for pitch height, as seen in Fig. 2 (left), were in agreement with previous
findings showing a significant dependency of pitch on electrode place [F(3,4) =
31.24, p < 0.005] and pulse rate [F(4,4) = 33.80, p < 0.005] (e.g., Fearn and Wolfe,
2000; Landsberger et al., 2016), while showing no significant interaction effect. For
roughness (Fig. 2, middle), participant was a significant random effect (p < 0.005) too
and pulse rate was a significant main factor [F(4,4) = 34.77, p < 0.005]. However,
post-hoc paired t-tests with Bonferroni adjustments indicated no significant difference
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Fig. 1: Variable (left) and scores plot (right) of a principal component analysis
for the ten attributes used in the experiment. Top and bottom show results for
stimulus set 1 and 2, respectively. The scores plot shows electrode numbers
followed by pulse rate.

for rates above 600 pps. Electrode place showed a non-significant tendency of low-rate
pulse trains being rated as less rough when presented at apical cochlear locations than
at basal locations [F(3,4) = 1.06, p = 0.37]. For brightness (Fig. 2, right), pulse rate
[F(4,4) = 36.19, p < 0.005] and electrode place [F(4,4) = 12.33, p < 0.005] were
significant main effects. Interestingly, brightness was the only attribute for which there
was a significant interaction between the two main factors [F(4,4) = 3.8, p < 0.05].

Figure 3 shows scalings for modulated pulse trains (stimulus set 2). For pitch height,
rate [F(4,4) = 36.28, p < 0.005], electrode place [F(3,4) = 15.33, p < 0.005], and
participant (p < 0.05) were significant. For roughness, the effects of rate [F(4,4) =
33.42, p < 0.005] and electrode [F(3,4) = 11.20, p < 0.005] were significant. For
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Fig. 2: Average of scaled values for all participants for pitch height (left),
roughness (middle), and brightness (right) for unmodulated pulse trains.
Electrode 22 is the most apical electrode in the Cochlear device. Error bars
depict the standard error.
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Fig. 3: Average of scaled values for all participants for pitch height (left),
roughness (middle), and brightness (right) for modulated pulse trains on a
constant carrier rate of 1200 pps. Error bars depict the standard error.

brightness, rate [F(4,4) = 25.78, p< 0.005], electrode [F(3,4) = 4.44, p< 0.05], and
participant (p < 0.005) were significant effects as well. However, for the brightness
attribute only scalings on electrode 22 differed significantly from those for other
electrodes. No significant interaction effect was found for any attribute using stimulus
set 2.

Stimulus set 1 and 2 showed very similar results: There was no significant difference
in scalings between the results of these two sets for frequencies of 80, 150, and 300 Hz,
and pulse rates of 80, 150, and 300 pps. The only attribute for which a significant
difference between stimulus sets emerge, was roughness [F(1,4) = 7.63, p < 0.05].

DISCUSSION

The results of the PCA showed that most of the variance in the data set could be
explained by the first two principle components. Further, first and second principal
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components seemed to be related to the pulse rate and electrode place, respectively.
The majority of attributes lay orthogonally to pitch height, e.g., roughness or
cleanness, which may be connected to sound quality or pleasantness. The lack
of correlation between pitch height and roughness suggests that different rate and
place combinations may induce similar pitch-like sensations but that their sound
qualities might differ substantially. Scalings for brightness lay in-between these two
dimensions, suggesting a combined effect along the first two principal components.

Scalings for pitch height were consistent with previous literature (e.g., Fearn and
Wolfe, 2000) as they show the expected changes with pulse rate and electrode place.
Roughness, as a possible indicator for sound quality, showed less dependency on
electrode place than in previous results, (e.g., “cleanness”, Landsberger et al., 2016),
despite a non-significant trend in the scalings. The smaller number of participants
in the present study compared to Landsberger et al. (2016) may explain the lack of
significance. Further, this trend was significant for the amplitude modulated pulse
trains in stimulus set 2. Lower scalings for roughness on low-rate apical pulse trains
may be linked to the idea of a better place-rate match for this type of stimulation
(Oxenham et al., 2004). Apart from better sound quality at apical cochlear regions,
other studies, such as Macherey et al. (2011) and Stahl et al. (2016), also suggested
that temporal processing could be improved when provided apically. They found a
significantly higher upper limit and lower rate discrimination thresholds at the apex
relative to more basal cochlear locations. These results suggest that temporal coding,
i.e., rate pitch, is likely be conveyed more pleasantly but also more adequately when
provided apically. Finally, scalings for most attributes did not reveal a significant
interaction effect, as shown before (see McKay et al., 2000). However, it is interesting
to note that this is not the case for the attribute brightness. It seems that differences in
brightness scalings emerged only for high rates where a change in the temporal code
no longer evokes a change in perceived pitch and only place of excitation cues are
available.

Similar results were obtained for stimulus set 1 and 2. This may indicate similarities in
sound quality and seems consistent with measures of temporal acuity in CI listeners.
Kong et al. (2009) showed that rate discrimination thresholds have similar patterns for
both modulated and unmodulated pulse trains, indicating a similar pitch salience for
these stimuli.

CONCLUSION

The statistical analysis revealed no significant interaction effect between temporal
and place cues, apart for scalings for the attribute brightness. This may suggest
that the two cues are not totally independent, at least when scaling this particular
attribute. A comparison between scalings for modulated and unmodulated pulse trains
only showed a significant difference between the two sets for the attribute roughness.
Results suggest that neither pitch nor timbre exclusively covary with electrode place,
pulse rate, or modulation frequency.
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stimulus for auditory steady-state response measurements  
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For the purpose of objectively validating hearing-aid fittings in pre-lingual 
infants, auditory steady-state response (ASSR) measurements are investiga-
ted. This paper examines the cost of introducing speech-like features into the 
ASSR stimulus, which is done to ensure that the hearing aid processes the 
stimulus as if it were real speech. The main findings were a reduction in ASSR 
amplitude of 4 dB and an increase in detection time by a factor of 1.6, while 
detection rates were unaffected given sufficient recording time. 

INTRODUCTION  

The success of new-born hearing-screening has led to very young infants being fitted 
with hearing aids. Standard tools for validation of these fittings (aided audiometry, 
questionnaires, etc.) are either impossible or highly unreliable in very young infants. 
Therefore, objective methods based on electrophysiology are investigated (e.g., Punch 
et al., 2016). Here, an approach using the auditory steady-state response (ASSR) is 
considered (Picton et al., 1998).  

Aided-ASSR measurements are associated with several challenges. As the ASSR 
stimulus passes through a hearing aid, it must be ensured that correct gain is applied 
and that the correct signal processing features relevant for speech are selected. This 
can be achieved by manipulating the settings of the hearing aid, e.g., by turning off 
problematic helping systems, such as noise reduction or directionality (Billings et al., 
2007; Carter et al., 2013; Easwar et al., 2015). However, this weakens the ecological 
argument that the hearing aid is in a normal mode of operation. An alternative 
approach is to construct an ASSR stimulus with sufficiently speech-like properties 
that the hearing aid automatically classifies the stimulus as speech. The benefit in 
terms of strengthening the counselling of the infant’s parents suggests the latter 
approach, because in that case the hearing aid can be fitted to the infant and tested in 
the exact same setting as it will be used in daily life. In addition, a speech-like stimulus 
will corroborate the relevance of the measurement for both parents and clinicians. 
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For this purpose, narrow-band (NB) CE Chirps® (Elberling and Don, 2010) were 
modified to have speech-like properties, and it was verified that this stimulus indeed 
is classified as speech by the hearing aids tested, by observation in the fitting software. 
However, since the NB-CE chirps were designed for optimal efficiency, it is expected 
that any change, such as adding speech-like features to the chirps, will come at a cost 
of reduced ASSR amplitudes and increased detection times. This was investigated in 
the present experiment. In addition, the observed changes to the measured ASSR 
amplitudes and response times are compared to an objective characterisation of the 
speech-modified versus the standard chirps, based on modulation power. 

METHOD AND MATERIAL 

In order to isolate the effects of the stimulus modifications, the experiment was carried 
out with young adult normal-hearing test subjects (N = 10) and stimulation provided 
through insert phones. Individual real-ear measurements (REM) were performed in 
terms of the real-ear unaided gain (REUG) and these results were used to shape the 
stimuli to mimic the free-field stimulation eventually needed. 

The NB-CE Chirps® consist of four one-octave-wide chirps centred at 500, 1000, 
2000, and 4000 Hz, and the speech modifications (patent pending) were derived from 
the International Speech Test Signal (ISTS, Holube et al., 2010). The root-mean-
square levels of the individual octave-band chirps of both stimuli were scaled to match 
the one-octave band levels of the ISTS at its nominal broad-band level of 65 dB SPL, 
see Fig. 1. The chirp-band-specific repetition rates were 90.8, 94.7, 102.5, and         
96.7 Hz, respectively, and each chirp-train was designed with alternating polarity. 
 

           
 
Fig. 1: Sketch of the construction of the stimuli. Left: individual one-octave-
band chirps. Middle: resulting waveform of the ISTS-modified chirps. Right: 
resulting one-octave band spectra compared to that of the ISTS. 

 
ASSR recordings were made using standard clinical 4-electrode montages (high 
forehead ground, ipsi- and contra-lateral mastoids active, and cheek reference), with 
15 minutes of recording time per condition, in one ear at a time. The test subjects were 
lying comfortably on a bed in a darkened and sound-treated room. Test and re-test 
recordings were made for all conditions. The Interacoustics Eclipse unit was used as 
a front-end, with line-level signals routed to an RME Fireface UC soundcard that also 
delivered the stimuli to the Etymotic Research ER-1 insert phones. Recording and 
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playback were handled by custom Matlab software. The sampling frequency was 
32 kHz and the analysis block length was 65536 samples, corresponding to 2.048 sec. 

The recordings were analysed with a 40 µV artefact rejection threshold, weighted 
averaging (John et al., 2001), and simple F-test detection (Dobie and Wilson, 1996) 
for each of the first 6 response harmonics separately. (A multi-harmonic detector for 
the ISTS-modified stimulus has yet to be developed.) The outcomes considered were: 

 Noise levels, estimated across 20 frequency bins distributed evenly around 
each response harmonic, excluding frequency bins close to harmonics of 50-
Hz line noise, GSM interference, etc. 

 Noise-corrected ASSR amplitudes (Dobie and Wilson, 1996). The estimated 
noise power was subtracted from the response-bin power to yield the noise-
corrected power used to compute the ASSR amplitude, which was converted 
to dB to allow analysis of the relative changes in response with stimulus type. 

 Detection times, evaluated as the first time a response was detected with a 5% 
criterion in successive weighted averages, ignoring Bonferroni correction. 

The outcomes were finally analysed with a mixed-model ANOVA with Test ear as a 
random effect and Stim freq, Stim type, and Harmonic as fixed effects. 

EXPERIMENTAL RESULTS 

Figure 2 shows the number of 
successful detections in terms of 
percentages (detection rates). The 
upper panel shows results for the 
first 6 harmonics individually, 
whereas the lower panel shows 
the detection rates accumulated 
across harmonics, meaning that 
an ASSR is detected in either of 
the first n harmonics, n = 1, …, 6. 

Considering only the dominant 1st 
harmonic, the detection rates are 
very similar for the two types of 
stimuli.   Individually,   the  higher    

Fig. 2: Detection rates across Test ear and Stim 
freq for each Harmonic separately (top) and 
accumulated (bottom), for each Stim type. 

harmonics provide fewer detections for the ISTS-modified than for the standard 
stimulus, but nevertheless the accumulated percentages are also very similar. 

Figure 3 displays ASSR magnitudes (top panels) and detection times (lower panels) 
for each harmonic, stimulus band centre frequency, and stimulus type. Both three-way 
interactions in the statistical models (Harmonic by Stim freq by Stim type) were 
statistically significant. There are several interesting observations to make from        
Fig. 3. With increasing harmonic number, the ASSR magnitudes are generally 
reduced while detection times are increased, as expected. It should be noted that, 
particularly for the ISTS-modified stimulus, the number of detected responses 
decreases towards the higher harmonics, which implies that the estimated mean values 
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Fig. 3: Noise-corrected ASSR magnitudes (top) and detection times (bottom, 
logarithmic scale) for each Harmonic, Stim freq, and Stim type, averaged 
across all ears in which detections were obtained. Error bars indicate 95% 
confidence intervals. Mean Stim type magnitude differences, Δ, mean 
response-time ratios, R, and interaction p-values are indicated. 

 
and their patterns are less reliable. Considering the difference between the two stimulus 
types, the ISTS-modified stimulus produces lower magnitudes and longer detection 
times than the standard stimulus, which again was expected. It is noteworthy that the 
patterns of magnitude versus stimulation frequency seem stable up to the 3rd harmonic 
in terms of a constant difference between the stimuli, while greater mean differences 
(the inserted Δ-values) and differences in slopes between stimuli can be observed at the 
higher harmonics. The detection-time data are more 
variable, as indicated by the wider error bars, but it is 
striking that the relative increase in detection time 
between stimuli (the inserted R-values) is almost 
constant across harmonics. This is in contrast to the ob-
served increase in the Δ-values for the ASSR magnitude. 

Figure 4 shows the estimated noise levels across 
conditions where detection was obtained. These 
results show a reduction in noise level with increa-
sing harmonic number, which was expected since 
biological noise typically has a 1/f-shaped spectrum 
towards low frequencies (Pritchard, 1992). Note that 
the plotted Harmonic by Stim type interaction just 
fails to reach significance (p = 0.06).  
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STIMULUS ANALYSIS 

To characterise the stimulus waveforms, an un-normalised modulation spectrum 
analysis was applied. This analysis was introduced under the assumption that the 
ASSR is driven by a non-linear representation of the stimulus (for example, after 
rectification), here modelled in terms of envelope power. This approach requires that 
the stimuli under comparison are scaled to the same level, in this case the nominal 
SPL of 65 dB. The two stimuli (both consisting of all four NB chirps) were first passed 
through gammatone filters (Johannesma, 1972) corresponding to the stimulus 
frequency band of interest, to mimic the frequency specificity of the auditory system. 
The results are displayed in Fig. 5 for the two stimuli and two representative stimulus-
band centre frequencies: 500 and 2000 Hz. For the standard stimulus (left- hand 
panels), the modulation power is almost entirely represented at the response 
harmonics, i.e., the repetition rate of the respective stimulus band and its harmonics. 
There are smaller modulation power components present at frequencies not belonging 
to any stimulus repetition rate; these occur because of interactions among the four 
different repetition rates that are present at the same time in the stimulus. For the ISTS- 

 

 

 
 
Fig. 5: Un-normalised modulation power spectra of the two stimuli, 
computed with gammatone filtering at 500 Hz (top) and 2000 Hz (bottom). 
The stimulus harmonics for each stimulus frequency band are highlighted. 
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modified stimulus, the modulation power is clearly smeared out around the respective 
repetition rate and its harmonics. This is a consequence of the additional temporal 
envelope fluctuations imposed from the ISTS. The modulation power at the response 
harmonics still stand out in the right-hand panels of Fig. 5, but  their  magnitudes  are 
reduced compared to the 
standard stimulus. Table 1 lists 
the change in modulation power 
for all four stimulation bands 
and the first three harmonics. 
These results show that the 
estimated change in modulation 
power is similar across the first 
response harmonics and among 
the stimulus bands. The mean 
reduction is Δmod.power = 4.5 dB. 

DISCUSSION 

 

Response 
harmonic 

Analysis band 

500 Hz 1 kHz 2 kHz 4 kHz 
1st  4.0 5.4 4.3 4.9 

2nd 3.9 5.3 4.4 4.9 

3rd 3.1 5.1 4.4 4.9 
 
Table 1: Reduction in modulation power (in dB)
due to the ISTS-modifications to the stimulus. 

First, the relation between stimulus modulation power and observed ASSR magnitude 
is considered. For reference, two examples of similar data (‘physiological input/output 
curves’) are shown in Fig. 6. Both sets of results indicate a slope of about s = 0.8 
between dB measures of modulation power and response magnitude. Applying this to 
the dominant 1st-harmonic data from the present experiment yields 

∆ ∆ . 4.5 dB × 0.8 dB/dB 3.6 dB, 

which agrees very well with the observed ΔASSR = 3.7 dB from Fig. 3 (top-left panel). 
In addition, the modulation power analysis reproduces the trend that ASSR magnitude 
drops more rapidly across harmonics for the lower stimulation frequencies than for 
the higher (Fig. 3, top row), at least considering the standard NB chirps. This agrees 
with the successively fewer stimulus line-spectrum components present within an 
auditory (or gammatone) filter towards lower stimulus band centre frequencies. For 
the ISTS-modified chirps, the higher-order harmonic responses appear to be limited 
by the noise floor, which probably conceals the aforementioned effect. 

Secondly, the cost of introducing the ISTS-modifications to the NB-CE chirps is 
considered. By comparing the changes to ASSR magnitude and detection time 
between the two stimuli, it is seen that the observed reduction in ASSR magnitudes is 
out of proportion with the increase in detection time, particularly at the higher 
harmonics. For example, at the 1st harmonic, ΔASSR = 3.7 dB suggests an increase in 
detection time by a factor of R = 2.4, where R = 1.6 was observed; at the 6th harmonic 
ΔASSR = 7.2 dB suggests R = 5.3, with R = 2.2 observed. The (albeit non-significant) 
difference in the noise-level patterns (Fig. 4) may hint at lower noise levels for the 
ISTS-modified relative to the standard NB chirps towards the higher harmonics, 
which would partly offset the effect of lower ASSR magnitudes on detection time. In 
addition, note that the detection times were determined from successively averaged 
un-weighted spectra, whereas the ASSR magnitudes were determined from weighted- 
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Fig. 6: Two examples of physiological input/output curves. Left: 40-Hz 
ASSR measurements (Rønne, 2012; Boettcher et al., 2001). Right: 100-Hz 
envelope-following response (EFR) measurements (Bharadwaj et al., 2015). 
The regression line from the left panel is superimposed on the right panel. 

 
average spectra across all accepted blocks of the full 15-minute recordings. 

Finally, it is encouraging to observe very similar detection rates for the two stimuli 
(Fig. 2). The reduced response contribution from successively higher harmonics seen 
for the ISTS-modified versus the standard NB chirps, observed in Fig. 2, top panel, 
indicates that a multi-harmonic detector, e.g. the q-sample detector (Cebulla et al., 
2006) may provide less benefit for the ISTS-modified stimulus compared to what has 
been found for standard stimuli. On the other hand, the accumulated detection rates in 
Fig. 2, bottom row, show bigger improvement from including more harmonics for the 
ISTS-modified than for the standard stimulus. 

CONCLUSIONS 

The consequences of adding speech-like properties to the NB-CE Chirps® for ASSR 
recordings – for the purpose of hearing-aid validation in infants – were investigated 
in young adult normal-hearing test subjects. The main findings were: 

 Detection rates were very similar for the speech-modified and the standard stimuli. 
 ASSR magnitude decreased by about 4 dB (for the dominant 1st response harmonic). 
 Detection times increased relatively less, by a factor of 1.6. 

The reduced response magnitude and increased detection time seem acceptable, given 
the potential for allowing aided ASSR recordings to be carried out with hearing aids 
in their daily-life mode of operation. 

The un-normalised modulation power spectrum including pre-processing through 
gammatone filters appears to be a useful tool for characterising the efficacy of 
complex stimuli for ASSR measurements. 

Future work will extend the investigations to infants fitted with hearing aids. 
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The relationship between stream segregation of complex 
tones and frequency selectivity 
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The discrimination of changes in fundamental frequency (F0) is better for 
complex tones with low than with high harmonics, perhaps because the low 
harmonics are spectrally resolved. The reduced frequency selectivity of 
hearing-impaired (HI) participants may lead to poorer resolution of low and 
medium harmonics. This may adversely affect F0 discrimination and in turn 
reduce the extent of perceptual segregation (streaming) of a rapid sequence 
of complex tones. We assessed how the streaming of complex tones is 
affected by harmonic rank and whether HI listeners are less able to segregate 
tones with low and medium harmonics than near normal-hearing (NH) 
participants. Subjective streaming was assessed for complex tones that were 
bandpass filtered between 2 and 4 kHz. Harmonic rank was varied by 
changing the baseline F0 (with differences in F0 from 5 to 11 semitones). 
Auditory filter shapes were estimated from notched-noise masking using a 
2-kHz signal. The auditory filters were wider for the HI than for the NH
participants. Streaming decreased with increasing harmonic rank but was
similar for the two groups. Streaming scores were not correlated with auditory
filter bandwidths. The results suggest that the effects of harmonic rank on
streaming cannot be explained in terms of resolvability.

INTRODUCTION  

The extent to which a rapid sequence of tones is perceived as one stream or two 
streams depends on the perceptual difference between successive tones, produced, for 
example, by differences in frequency or level; the greater the perceptual difference, 
the greater is the extent of stream segregation (Moore and Gockel, 2002). When 
successive complex tones differ in fundamental frequency (F0), the degree of 
segregation may therefore depend on the salience of the F0. Complex tones with low 
harmonics have higher pitch salience than tones with only high harmonics and, 
correspondingly, F0 discrimination limens increase (performance worsens) when the 
rank (also called the harmonic number) of the lowest harmonic is increased above 
about eight (Houtsma and Smurzynski, 1990; Bernstein and Oxenham, 2006a). Both 
of these effects may be related to the fact that lower harmonics are better resolved 
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than higher harmonics (Bernstein and Oxenham, 2006b). It is therefore possible that, 
for a given difference in F0, F0, stream segregation will be greater for complex tones 
with low resolved harmonics than for tones with only high unresolved harmonics.  
It has been shown that participants can segregate streams of complex tones with only 
high unresolved harmonics (Vliegen and Oxenham, 1999; Vliegen et al., 1999; 
Grimault et al., 2000; Grimault et al., 2001; Madsen et al., 2015). However, whereas 
one study found that stream segregation was similar for pure tones, complex tones 
with low harmonics and complex tones with only high harmonics (Vliegen and 
Oxenham, 1999), two other studies found a significant decrease in perceived 
segregation with increasing harmonic rank (Grimault et al., 2000; Madsen et al., 
2015). However, both of these studies tested only young NH participants and the 
results do not make it possible to determine whether the effect of harmonic rank on 
stream segregation was solely an effect of resolvability; harmonic rank itself may play 
a role, as has been argued to be the case for the F0 discrimination of complex tones 
(Bernstein and Oxenham, 2003).  
 
Here, we measured stream segregation and estimated auditory filter bandwidths using 
notched-noise measurements for older age-matched near-NH and HI-impaired 
participants. The goals were (1) to establish how the sequential stream segregation of 
complex tones was affected by harmonic rank and (2) to determine if the pattern of 
the results could be explained by the resolvability of the harmonics in the tones.  
 
PARTICIPANTS 
 
Eight near-NH (three male) and 13 HI (seven male) participants were tested. The NH 
participants were 52-78 years old (mean = 63 years, SD = 9 years) and the HI 
participants were 49-80 years old (mean = 67 years, SD = 9 years). The pure-tone 
audiometric threshold averaged across 2, 3, and 4 kHz (PTA) was required to be 25 
dB HL for the NH participants and was between 26 and 55 dB HL for the HI 
participants. Audiometric thresholds for the test ear (the ear with the lower PTA) of 
each participant are shown in Fig. 1. 
 
STREAM-SEGREGATION EXPERIMENT 
 
Method 
 
The stimuli for the stream-segregation experiment consisted of sequences of ABA_ 
triplets where A and B are different tones and “_” represents a pause. These sequences 
are perceived as having a galloping rhythm when the A and B tones are similar to each 
other (integration; Fig. 2A, upper panel) and as being two streams – with one faster 
than the other – if the A and B tones are more different from each other (segregation; 
Fig. 2A, lower panel). The ABA_ sequences had an overall duration of about 8 s. Each 
tone had a duration of 90 ms, and tones within a triplet were separated by a 20-ms 
pause. Consecutive ABA_ triplets were separated by 110-ms pauses. The tones were 
gated on and off with 20-ms raised-cosine ramps.  

All tones contained multiple harmonics, but they were bandpass filtered between 2 
and 4 kHz (Fig. 2B) to limit the audible range of the harmonics. The harmonic rank 
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Fig. 1: Audiograms of the test ears of each NH and HI participant. 

 
was varied by varying the F0. Four A-tone F0s were used, and the B-tone F0 was 5, 
7, or 11 semitones (ST) higher than the A-tone F0. The F0s of the A- and B-tones 
were fixed within each trial. The overall level of each tone was 80 dB SPL, and the 
level of the threshold-equalising noise (TEN) used to mask combination tones and to 
limit the audibility of stimulus components falling in the filter skirts was 55 dB 
SPL/ERBn, where ERBn is the average value of the equivalent rectangular bandwidth 
of the auditory filter for NH listeners (Glasberg and Moore, 1990). The experiment 
aimed to assess the proportion of time that the streams were perceived as segregated 
when actively trying to segregate them. The participants were therefore asked to try 
to hear the sequence as segregated and to press one key when they heard one stream 
and a different key when they heard two streams.  

Results 

Participants varied markedly in the time that they took to first press the two-streams 
key and they rarely made more than one key press within a trial. Hence, the results 
are presented as the proportion of trials for which the two-streams key was the last 
key pressed. For brevity, we refer to this as “proportion segregated”. This measure is 
similar to the measure used in other studies (Vliegen and Oxenham, 1999; Grimault 
et al., 2000; Grimault et al., 2001). Increasing the F0 difference between the A and B 
tones increased the proportion segregated (Fig. 3). Also, generally, the proportion 
segregated increased with increasing F0 (i.e., with decreasing harmonic rank) as 
hypothesized. However, the results were similar for the NH and HI participants.  

The streaming scores were averaged across F0 values for each A-tone F0 and were 
analysed with a mixed linear model with harmonic rank and participant group (NH or 
HI) as fixed factors and participants as a random factor. There was a significant effect 
of harmonic rank [F(3,60) = 6.46, p < 0.001] but no effect of participant group 
[F(1,19) = 0.11, p = 0.74] and no interaction [F(3,57) = 1.21, p = 0.31]. 
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Fig. 2: Illustration of the stimuli used in the stream-segregation experiment. 
A: Illustration of the ABA_ tone sequences. Upper panel: When A and B were 
sufficiently similar to each other, all tones were perceived as being in one 
stream with a galloping rhythm (integration). Lower panel: When A and B 
were more different from each other, they were perceived as two separate 
streams. B: Schematic spectrum of the complex tones. Tones were filtered 
between 2 and 4 kHz, and the harmonic rank was varied by varying the F0. 

 

 

 
Fig. 3: Mean proportion segregated for the NH (left) and HI (right) 
participants as a function of the A-tone F0. The parameter is F0, as indicated 
in the key. Error bars show 1 standard error of the mean. 
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NOTCHED-NOISE EXPERIMENT 

Regardless of whether stream segregation for complex tones depends on the 
resolvability of the harmonics or on harmonic rank per se, it seems reasonable to 
assume that performance in the stream-segregation task was dominated by the lowest-
ranking harmonics in the complex tones. Therefore, auditory filter shapes were 
estimated at 2 kHz, the lower edge of the bandpass filter used in the stream-
segregation experiment. 
 
Method 

The notched-noise method (Patterson, 1976; Rosen et al., 1998) was used. The 
participants were asked to identify which of three successive noise bursts contained a 
2-kHz pure tone. The noise had a duration of 500 ms, and the 400-ms pure tone was 
temporally centred in one randomly chosen noise burst. Raised-cosine ramps of 10 
and 20 ms, respectively, were used to gate the noise and pure tone on and off. The 
signal level was fixed at 10 dB sensation level while the level of the noise was varied 
adaptively using a 2-up 1-down procedure. The outside edges of the noise were fixed 
at 400 and 3600 Hz. The notch width is specified as the deviation of each edge of the 
notch from the signal frequency, divided by the signal frequency. There were five 
symmetric conditions with notch widths of 0, 0.1, 0.2, 0.3, and 0.4, and two 
asymmetric conditions with notch widths of 0.2|0.4 and 0.4|0.2.  

Results 

A two-parameter roex(pu, pl) filter model (Stone et al., 1992) was used to estimate the 
parameters pu and pl, which characterise the slopes of the upper and lower filter skirts, 
respectively. The equivalent rectangular bandwidth (ERB) of the auditory filter in Hz 
was estimated as 8*2000/(pu + pl) (Patterson et al., 1982). As expected, the estimated 
ERB values were generally smaller for the NH than for the HI participants (Fig. 4). 
This difference was confirmed by a Welch’s t-test [t(14.31) = 2.38, p = 0.032] and 
was even more pronounced when the ERB value for one NH participant with a very 
high ERB value was omitted [t(16.52) = 4.74, p < 0.001]. Also, results for the 
streaming experiment were similar, if omitting this participant [harmonic rank: 
F(3,57) = 5.64, p = 0.002; participant group: F(1,18) = 0.0023, p = 0.96]. 

DISCUSSION 

While the HI participants had significantly broader auditory filters (greater ERB 
values) than the NH participants, stream segregation was similar for the two groups. 
This suggests that the effect of harmonic rank on stream segregation cannot be 
explained by differences in resolvability of the harmonics. If resolvability was critical, 
the proportion segregated should have been higher for the NH than the HI participants, 
at least for conditions where the lowest harmonics were only just resolved for the NH 
group, since the harmonics for these conditions would have been largely unresolved 
for the HI group. However, the ERB values varied markedly across participants, 
especially for the HI group. To further explore whether there was a relationship 
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Fig. 4: Box plots of ERB values for each participant group. 

 
between stream segregation and the resolvability of the harmonics, the average of the 
proportion segregated values across the conditions with the two highest F0s (250 and 
150 Hz) was compared with the ERB value for each participant. If better resolvability 
leads to greater stream segregation, a negative correlation between these two measures 
would be expected. In fact, the two measures were not correlated (R2 = 0.043, p = 
0.37). A scatter plot of the proportion segregated values against the ERB values is 
shown in Fig. 5. This supports our conclusion that the effects of harmonic rank on the 
stream segregation of complex tones cannot be explained in terms of resolvability. 

The finding that the stream segregation of complex tones is affected by harmonic rank 
is not consistent with the results of one of the three previous studies on this topic 
(Vliegen and Oxenham, 1999). However, Vliegen and Oxenham (1999) also 
presented some data from a preliminary experiment that, for some conditions and 
participants, showed results similar to those of the present study.   

The conclusion that the effect of harmonic rank cannot be explained by resolvability 
contrasts with the conclusions of two earlier studies (Grimault et al., 2000; Grimault 
et al., 2001). The latter of these tested three groups: young NH, older with normal 
hearing for their age, and older HI. There was little difference in stream segregation 
between the two groups of older participants, consistent with the findings of the 
present study. However, they generally found more stream segregation for the young 
NH group than for the two other groups. This might have been due to differences in 
auditory filter bandwidth but is more likely to be an effect of age unrelated to 
frequency selectivity. Therefore, the results of Grimault et al. (2001) cannot be used 
to draw any firm conclusions about the relationship between the stream segregation 
of complex tones and the resolvability of the harmonics in the tones.  

If it is accepted that the resolvability of the harmonics is not the critical factor 
governing the stream segregation of complex tones, then it appears that harmonic rank 
per se has an influence. This is consistent with the results of a study showing that F0 
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Fig. 5: Scatter plot of mean proportion segregated values across conditions 
with A-tone F0s of 250 and 150 Hz against ERB values at 2 kHz. The 
regression line and statistics were calculated from the data for all participants. 

 
discrimination limens were similar for conditions where all harmonics were presented 
to both ears (diotic) and where odd harmonics were presented to one ear and even 
harmonics to the other ear (dichotic) (Bernstein and Oxenham, 2003). There were 
some conditions of this experiment where the harmonics would have been unresolved 
for diotic presentation but would have been resolved for dichotic presentation, 
because of the greater spacing of the harmonics within each ear. The lack of effect of 
presentation mode suggests that F0 discrimination is governed by harmonic rank and 
not by the resolvability of the harmonics. The effect of harmonic rank has been 
explained by ‘place dependence’, i.e., for each auditory filter there is a limited range 
of periodicities that can be analysed, and this range is closely tied to the centre 
frequency of that filter (Moore, 2003; Bernstein and Oxenham, 2005). 
 
CONCLUSIONS 

For both older near-NH and older HI participants, the proportion segregated in a 
sequence of complex tones increased with decreasing harmonic rank (increasing F0). 
Furthermore, the proportion segregated varied with harmonic rank in a similar way 
for the two groups. However, auditory filter bandwidths at 2 kHz estimated using the 
notched-noise method were, on average, greater for the HI than for the NH group. 
Also, the proportion segregated scores were not correlated with the auditory filter 
bandwidth estimates. These findings suggest that the effect of harmonic rank on 
stream segregation cannot be explained by the better resolution of lower than of higher 
harmonics, but rather reflects an effect of harmonic rank per se.  
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Acoustic match to electric pulse trains in single-sided 
deafness cochlear implant recipients  
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Ten cochlear implant users with single-sided deafness were asked to vary the 
parameters of an acoustic sound played to their normal-hearing ear, in order 
to match its perception with that of the electric sensation of two electrodes 
(e14 and e20). The experiment was divided into 3 consecutive conditions in 
which the parameters of the acoustic sound varied. The participants had to 
vary i) the frequency of a pure tone (Exp. 1), ii) the center frequency and the 
bandwidth of a filter applied to a harmonic complex sound (Exp. 2), and iii) 
the based frequency (Fb) and the inharmonicity factor of a complex sound 
(Exp. 3). The results were averaged across participants, and compared within 
conditions. The pitch sensation for e14 and e20 was significantly different 
(Exp. 1). In Exp. 2, only the center frequencies of the band-pass filters were 
significantly different, not the bandwidth. In Exp. 3, the average F0s were not 
significantly different; The inharmonicity factor was 1.7 for both electrodes. 
The results of this study suggest that the sound sensation of different 
electrodes is more linked to a difference in timbre (brightness) than to a 
difference in pitch, and that the sound is more similar to an inharmonic 
complex sound than to a pure tone or a white noise. 

INTRODUCTION 

Cochlear implants (CI) can restore auditory perception in severely and profoundly 
deaf patients by bypassing the deficient auditory cells and electrically stimulating the 
auditory nerve. Over the years, technological upgrades and new coding strategies have 
improved speech perception and overall sound quality. Although CIs are nowadays 
widely used and can successfully restore speech perception, it is still unclear how the 
electric stimulation actually sounds like. 

Vocoders have been developed to mimic the information provided to the CI user. 
Simulations with less than 8 channels presented to normal hearing listeners provide 
speech intelligibility scores in the same range as CI patients (Blamey et al., 1984; 
Shannon et al., 1995). Despite this good correspondence, some researchers argue that 
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the vocoded information does not offer the same sound quality as that of CIs and 
suggest the existence of perceptual and informational discrepancies between CI 
stimulation and performance-matched acoustical simulations (Aguiar et al., 2016; 
Mesnildrey et al., 2016). Thus, similar level of performance obtained for both real and 
simulated CI may hide different patterns of errors, limiting the validity of acoustic 
simulations through vocoders to evaluate new coding strategies.  

Some studies tried to match the perception evoked by the CI with an acoustic sound 
played to the non-implanted ear. Most studies focused on pitch perception (pure tone) 
in CI patients with residual hearing (bimodal rehabilitation) or normal hearing in the 
non-implanted ear (single-sided deafness) (for example Carlyon et al., 2010; 
McDermott et al., 2009), offering a valuable insight on the effect of mismatch between 
the frequency allocation table of the CI processor and the actual placement of the 
electrode-array along the cochlea. However, in the late 70s, Eddington et al. (1978) 
evoked that the sound sensation of an electric stimulation was rather a complex sound 
than a pure tone. Recently, this hypothesis was tested in CI users with residual hearing 
in the non-implanted ear (Lazard et al., 2012). By modifying the fundamental 
frequency (F0), bandwidth, centre frequency, and the inharmonicity of the acoustic 
stimulus, it resulted that the percept given by the stimulation of a single apical 
electrode did not correspond either to a white noise or a pure tone, but more to an 
inharmonic complex signal. However, the “reference” ear being impaired (average 
hearing thresholds between the participants: 65 dB at 500 Hz), the matched acoustic 
sounds may have been distorted. With the emergence of patients implanted with a 
normal ear on the contralateral side, we had the opportunity to reproduce and extend 
to a more basal electrode this latter result. Our aim was to find a more precise and 
realistic acoustic match of a single pulse train played to an apical and a medial 
electrode, in patients with single-sided deafness, i.e., with a normal ear used as 
reference.  

METHODS 

Participants 

Twenty-six adults with a dead ear were enrolled in a larger study about unilateral 
cochlear implantation. A sub-sample (n=10) was randomly selected from two French 
centres that participated in the whole study (Hôpital Rothschild, Paris, and Hôpital 
Ponchaillou, Rennes). The two projects conformed to The Code of Ethics of the World 
Medical Association (Declaration of Helsinki), and were approved by the Ethic 
committee of CPP Ile de France V. Each participant, enrolled in the present study, 
signed an informed consent form about the main project, and about this supplementary 
protocol. The experimental design of this study was largely inspired from Lazard et 
al. (2012).  

The participants were all tested in a sound attenuated booth, they had normal or near-
normal hearing in the non-implanted ear; The implanted ear was a dead ear 
responsible for severe tinnitus. The average hearing threshold of the non-implanted 
ear, calculated from the pure tone audiometric thresholds at 500, 1000, 2000, and 4000 
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Sound sensation of electric stimulation 

Hz, was 24 dB ± 7 standard deviation. For six participants, testing was done after 3 
months and 12 months of CI use. One participant performed the three-month session 
only, and the three remaining participants performed the twelve-month session only. 
All participants were users of Oticon Medical devices (internal part: Digisonic SP 
EVO, with the Saphyr Neo SP speech processor and Crystallis XDP sound-processing 
strategy). 

Stimuli 

All auditory stimuli were created using the software MAX (Cycling ’74 ®), which 
also provided the experimental interface and enabled data collection. The CI sound 
processor was linked to a PC laptop via a direct connection. The electric stimulus was 
a pulse train with an overall duration of 900 ms, including a 100-ms ramp up and a 
300-ms ramp down in level, delivered through electrodes 20 and 14 (e20 and e14), 
representing the most apical electrode and a medial electrode of the Oticon medical 
device. The stimulation rate was set to the user’s regular rate of 500 pps. Each pulse 
was composed of an active monophasic and a balanced passive discharge using a 
multi-mode grounding stimulation mode (combination of 20% monopolar and 80% 
common ground). Acoustic stimuli were presented via insert earphones (EtymoticH, 
ER-4P) to the non-implanted ear. The acoustic and electric stimuli shared the same 
temporal envelope.  

Procedure 

The electric and acoustic stimulus were alternatively presented every second. The 
electric stimulus was fixed, and the acoustic could be varied by the participants. Their 
task was to find the acoustic sound that matched as similar as possible the perception 
of the electric stimulus. A graphical interface (Bamboo Fun pen, Wacom®) was used 
to adjust the acoustic signal parameters within a multi-dimensional space. The 
position of the pen (on virtual x and y axes) varied the incoming acoustic signal by 
simultaneously adjusting the values of one to two selected parameters (see below). 
The parameters selected at the end of one experiment were used to create the stimuli 
applied to the following experiment, within one trial.  

The study was divided into three experiments during which different acoustic 
parameters were varied:  

Experiment 1: Frequency of a pure tone 

The participant were asked to match the frequency of a pure tone (range: 40-2200 Hz) 
with that of the electric stimulus. The axis (x or y) driving the F0 change varied across 
trials, the displacement along the other axis did not affect the tone or any other 
parameter. 

Experiment 2: Harmonic complex tone bandpass filtered 

An 11-harmonic complex sound was generated. Its fundamental frequency (F0) was 
the one selected during Exp. 1. This sound was filtered through a symmetrical 
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bandpass filter. One axis controlled the centre frequency, CF, ranging from F0 to 10 
times the F0 on a logarithmic scale. The other axis controlled the Q factor of this filter 
band, ranged from 1.4 to 100 on a logarithmic scale. The Q factor characterizes the 
bandwidth (Δf) of the filter relative to its centre frequency: Q = CF/Δf. Therefore, a 
high Q value results in a sound with a relatively small number of harmonics, whereas 
a low Q value results in a more complex sound. 

Experiment 3: Inharmonic complex sound bandpass filtered 

An 11-component complex sound was generated and filtered through the output filter 
selected at the end of Exp. 2. One axis controlled the based frequency (Fb) of the 
sound (range: 40 to 2200 Hz on a logarithmic scale), while the other axis controlled a 
parameter referred to as inharmonicity, i. The composite acoustic signal comprised 
components with frequencies defined by: Fn=Fb*ni, where Fn was the frequency of 
each component (i.e., n was numbered 1-11), and i was the inharmonicity exponent, 
ranging from 0.5 to 2.8 on a linear scale. When i = 1 or 2, the sound was harmonic. 
Relative to this value, lower values of i resulted in a compression of the inter-
component frequency spacing whereas higher values resulted in an expansion of the 
inter-component spacing.  

Protocol 

First, the presentation level of the electric stimulus was set to be comfortable by the 
experimenter. Then the level of the acoustic signal was adjusted to match the loudness 
of the electric stimulus and could be modified along the trials. Participants were first 
familiarized with the interface, and trained during one trial. Subsequently, Exp. 1, 
Exp. 2, and Exp. 3 were presented in that order, and repeated 3 times in total. In order 
to reduce any tendency of participants to return to the same spatial position on the 
interface and thereby bias the results, the settings of the interface were randomly 
modified before each trial of each condition by interchanging the axes (x becoming y 
and vice versa), and by adding offsets to the origin of the axes (up to 20% shift on 
each axis). The instructions were to modify the acoustic sound to create a perception 
similar to the perceived electric sensation. This procedure was repeated at 3 and 12 
months after the first fitting, for the two electrodes. 

RESULTS 

Experiment 1: Frequency of a pure tone  

Figure 1 shows all the individual matches for the first experiment. A mixed linear 
model was performed with all the individual matches as independent variables, the 
electrodes, the sessions and its interaction as fixed effect and the participants as 
random effects. Only the main effect of electrode was found significant 
[F(1,7.369)=8.5391, p=0.021]. On average the sensation induced by e20 matched a 
tone with a frequency of 506 Hz and that of e14 matched a tone with a frequency of 
901 Hz. No significant effect was observed for the main factor session 
[F(1,6.164)=1.8367, p=0.2229] nor its interaction with the electrode 
[F(1,4.951)=0.2509, p=0.6379]. 
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Fig. 1: Results of Exp. 1. Individual (squares) and average (red triangles and 
blue circles) results for the frequency matching, for e14 (left) and e20 (right) at 
3 and 12 months after activation. The red triangles represent the average 
frequency per electrode and per session. The blue circles represent the average 
frequency of each electrode across both sessions. The horizontal green lines 
represent the supposed frequency based on the approximated place of the 
electrode (derived from the Greenwood function). The gray boxes outline the 
acoustic frequency band allocated to each electrode by the manufacturer. 

 

Experiment 2: Harmonic complex sound bandpass filtered 

The results of the characteristics of the filter applied in Exp. 2 are shown in Fig. 2. 
The average center frequency for the filter was 2850 Hz for e14 and 864 Hz for e20 
(Fig. 2, left panel, blue circle). This difference was significant [F(1,8.542)=18.5543, 
p=0.002]. Similarly to Exp. 1, there was no session effect [F(1,8.694)=0.92, p=0.36], 
nor interaction with the electrode [F(1,7.253)=0.001, p=0.95]. The average Q factor 
was similar for the two electrodes, and between sessions (p>0.05): 5.97 and 6.21    
(Fig. 2, right panel, blue circle). 

Experiment 3: Inharmonic complex sound bandpass filtered  

When the filter selected during Exp. 2 was applied to a complex sound, the task 
consisting of varying Fb gave similar results on average between e14 and e20 (Fig. 3 
left panel, blue circles, Fb=433 Hz and 307 Hz, respectively, no statistical difference). 
However, an effect of session was observed, with a lower Fb for both electrodes 
between 3 and 12 months of CI use [F(1,7,042)=6.7421, p=0.0354]. The average 
results for the inharmonicity factor were also similar (n=1.77 and 1.74, respectively, 
no statistical difference).  
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Fig. 2: Results of Exp. 2. Individual results for the center frequency and Q 
factor (left and right panel respectively) of the applied filter. See caption of 
Fig. 1 for more information. 

 

DISCUSSIONS AND CONCLUSIONS 

These experiments were designed to find an acoustic match for a single pulse train of 
an apical and a medial electrode. The results indicate that the best match was obtained 
with an inharmonic complex sound with a bright timbre for both electrodes. Exp. 1 
indicates that electrode position influenced the match with a pure tone (the lower the 
pith, the more apical the position) and was stable after 3 months of CI use in our sample. 
Neither the Greenwood function nor the frequency allocation band correctly predicted 
what participants described. In Exp. 2, the average centre frequency of the filters 
matching users’ perception induced by e20 and e14 was 864 Hz and 2850 Hz, 
respectively. As the centre frequency of a symmetrical spectrum can be considered a 
physical descriptor of the perceptual dimension of brightness (McAdams et al., 1995), 
this result shows that a pulse train delivered at e14 was perceived with a brighter timbre 
than the same pulse train delivered at e20. In Exp. 3, the frequency of each component 
was set by the based frequency and the inharmonicity factor. As the resulting sound was 
inharmonic, the based frequency did not predict the pitch. Taken together however, the 
based frequency and inharmonicity influenced the tonality of the sound. Because no 
significant effect of electrode place was found for these parameters, it can be concluded 
that the electrode place influences the timbre rather than the tonality of a pulse train. 
This result challenges the concept of place pitch in cochlear implant.  
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Fig. 3: Results of Exp. 3. Individual results for Fb and the inharmonicity 
factor (left and right panel respectively). See caption of Fig. 1 for more 
information. The doted lines indicate an inharmonicity factor of 1 and 2 (i.e., 
a harmonic sound).  
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Nowadays, the pure-tone audiogram is the main tool used to characterize
hearing loss and to fit hearing aids. However, the perceptual consequences
of hearing loss are typically not only associated with a loss of sensitivity, but
also with a clarity loss that is not captured by the audiogram. A detailed
characterization of hearing loss has to be simplified to efficiently explore the
specific compensation needs of the individual listener. We hypothesized that
any listener’s hearing can be characterized along two dimensions of distortion:
type I and type II. While type I can be linked to factors affecting audibility,
type II reflects non-audibility-related distortions. To test our hypothesis,
the individual performance data from two previous studies were re-analyzed
using an archetypal analysis. Unsupervised learning was used to identify
extreme patterns in the data which form the basis for different auditory
profiles. Next, a decision tree was determined to classify the listeners into
one of the profiles. The new analysis provides evidence for the existence
of four profiles in the data. The most significant predictors for profile
identification were related to binaural processing, auditory non-linearity and
speech-in-noise perception. The current approach is promising for analyzing
other existing data sets in order to select the most relevant tests for auditory
profiling.

INTRODUCTION

Supra-threshold distortions can be defined as the abnormal perception of stimuli
when these are audible, i.e., above the audiometric threshold. While amplification
can effectively compensate for the loss of sensitivity, supra-threshold distortions
may require more advanced signal processing to improve hearing, particularly, when
the hearing-aid user holds a conversation in noisy environments (Kollmeier and
Kiessling, 2016; Plomp, 1978). Several studies have attempted to shed light on the
underlying mechanisms responsible for these distortions by means of correlations of
psychoacoustic tests with speech in noise performance (Glasberg and Moore, 1989;
Strelcyk and Dau, 2009; Johannesen et al., 2016). While these tests could provide a
better characterization of the hearing deficits, they are infeasible in a clinical set up.
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A recent study (Thorup et al., 2016) proposed a test battery of new outcome measures
used in a clinical set up for hearing aid candidates. Furthermore, Johannesen et al.
(2016) investigated the influence of cochlear mechanical dysfunction, as well as the
effects of temporal processing deficits and age on speech intelligibility in hearing-
impaired (HI) listeners while wearing hearing aids (HA). The goal of the present
study was to investigate how the characterization of hearing loss can be simplified
by means of auditory profiling. For this purpose, a new analysis of these two
datasets using archetypal analysis was performed. This analysis represents a useful
tool for identifying patterns in the data and it has been proposed for prototyping
and benchmarking (Ragozini et al., 2017). The advantage of the proposed method
is that the analysis involves the performance of the patient in different tests rather
than correlations or regression analysis (Glasberg and Moore, 1989; Johannesen et
al., 2016).

Hearing deficits and auditory profiles

The characterization of hearing deficits can be complex and it needs to be simplified
to efficiently explore the specific compensation strategies for the individual. Several
authors have suggested classifications of the listeners to reduce this complexity. Three
of such approaches served as inspiration for the hypothesis of the present study:

1. I: Plomp (1978) suggested that the hearing deficits in relation to speech
intelligibility can be divided into two components: an attenuation (A) and
distortion (D) component.

2. II: Lopez-Poveda (2014) reviewed the mechanisms that produce hearing loss
and their perceptual consequences for speech. In a bi-dimensional space, the
hearing loss can be understood as the sum of an outer-hair-cell (OHC) loss and
an inner-hair-cell (IHC) loss.

3. III: Dubno et al. (2013) suggested four auditory phenotypes for explaining age-
related hearing loss based on animal studies. Although this can be informative
revealing the origin of the hearing loss, pure-tone audiometry has remained the
main contributor in this classification and no information about speech or other
tasks were considered.

Here, we hypothesize that any listener’s hearing can be characterized along two
dimensions: distortion type I and distortion type II (Fig. 1). While distortion type I can
cause a loss of audibility, distortion type II is considered to reflect a non-audibility-
related distortion, referred to as a clarity loss. In this space, four profiles may be
identified: a sensitivity loss (Profile A), a sensitivity loss with associated distortions
(Profile B), a sensitivity loss with a severe clarity loss (Profile C) and a mild-moderate
clarity loss (Profile D). Figure 1 shows the four profiles in the two-dimensional space,
where normal-hearing (NH) listeners are placed at the bottom-left corner since they
would not exhibit any type of distortion. It is hypothesized that while the distortions
of type I (in the vertical dimension) are due to a loss of frequency selectivity and a

248



Data driven auditory profiling

Di
st

or
tio

n 
Ty

pe
 I 

Distortion Type II
Profile A

Profile B Profile C 

Profile D
NH

Fig. 1: Sketch of the hypothesis. Hearing deficits can happen due to two
types of distortions that are independent. Distortion type I: distortions with
consequent loss of sensitivity. Distortion type II: non-audibility related
distortions. Profile A: sensitivity loss. Profile B: sensitivity loss and
distortion. Profile D: moderate clarity loss and Profile C: severe clarity loss.

loss of cochlear compression, the distortions of type II (in the horizontal dimension)
are related to inaccuracies in terms of temporal coding, in line with the conclusions
from other studies (Glasberg and Moore, 1989; Strelcyk and Dau, 2009).

The aim of the present study was to investigate whether listeners can be grouped in
the four different profiles by identifying trends in the results from the behavioral tests
using a data-driven approach. The analysis is expected to help identify the underlying
mechanisms and perceptual consequences of the hearing deficits that characterize
an individual auditory profile. Moreover, it is of interest to reduce the test battery
using only the most relevant tests for classifying the subjects in the proposed auditory
profiles.

METHOD

The method used in the analysis is depicted in Fig. 2. The data-driven approach is
based on two stages. First, unsupervised learning was used to identify the trends in
the data that can be used to categorize the subjects in different profiles. The second
stage consisted of supervised learning. Once the subjects were segmented by profiles,
the data were analyzed again to find the best classification structure that can predict
the identified profile.

Unsupervised learning

Unsupervised learning aims to identify patterns occurring in the data, where the output
is unknown and the statistical properties of the whole dataset are explored. In contrast
to linear regression, unsupervised learning does not aim to predict a specific output,
for example, speech intelligibility. In the present approach, identified auditory profiles
were eventually inferred using different unsupervised learning techniques.
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I. Dimensionality
Reduction

PCA1
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II. Archetypal
analysis

III. Profile
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Unsupervised learning

Supervised learning
IV. Classification Confusion matrix

Fig. 2: Sketch of the method. Upper panel shows the supervised
learning techniques applied to the whole dataset.The bottom panel shows the
supervised learning, which uses the original data as the input and the identified
profiles from the archetypal analysis as the output.

I. Dimensionality reduction: According to our hypothesis, two dimensions,
corresponding to the two types of distortions, should be sufficient for auditory
profiling. Therefore, the subset of variables that were strongly correlated to the
first principal component (PCA1) and the second principal component (PCA2)
and can explain most of the variance were chosen for the next step. The optimal
number of variables in each of the two principal components was chosen using
a leave-one-out cross-validation in an iterative principal component analysis
(PCA).

II. Archetypal analysis: This technique combines characteristics of matrix factor-
ization and cluster analysis. The aim of the analysis was to identify extreme
patterns in the data (archetypes). This has the advantage that the subjects are no
longer defined by the quantified performance in each of the tests, but by their
similarity to the extreme exemplars contained in the data, i.e., the archetypes.

III. Profile identification: Based on the archetypal analysis, the subjects were placed
in a simplex plot (square visualization). Here, the archetypes are located at
each corner and the subjects are placed in the two-dimensional space according
to the distance to each archetype. In the present analysis, it was assumed
that the subjects placed close to an archetype would belong to that cluster.
Consequently, each subject was labelled with the letter of an auditory profile
according to the nearest archetype.
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Supervised learning

Once the profiles have been identified, supervised learning can be performed. Now,
the joint probability density of the dataset and the output (the identified profiles) can
be used to select the tests that are most relevant for the classification of the subjects in
the auditory profiles.

IV. Classification: Decision trees are able to predict the class that corresponds to
a given observation. Here, each relevant test is used in the nodes forming a
logical expression and dividing the observations accordingly (Fig. 2 IV). A
classification tree needs to be trained with a subset of the data and a known
output. In the present study, the identified auditory profiles (III) were used as
the response variable and a 5-fold cross-validation was used for training the
classifier.

RESULTS

Thorup (2016) Johannesen (2016)

Dimension Variable Test Variable Test

Di
st

or
tio

n 
I

HLLF Hearing loss at low frequencies HLHF Hearing loss at high frequencies

HLHF Hearing loss at high frequencies BMCompHF
Basilar membrane compession at high 
frequencies

SRTQ Speech reception threshold (SRT) in quiet OHClossHF Outer hair cell loss estimated at high frequencies

SRTN
SRT in noise using hearing in noise test 
(HINT) IHClossHF Inner hair cell loss estimated at high frequencies

SRTISTS
SRT in noise using international speech 
test signal

Di
st

or
tio

n 
II

Bpdio Binaural Pitch (BP) diotic control 
condition HLLF Hearing loss at low frequencies

Bpdicho BP dichotic condition FMDT Frequency modulation discrimination threshold

Bptot BP diotic + dichotic OHClossLF Outer hair cell loss estimated at low frequencies

MR Masking release (SRTN-SRTISTS) IHClossLF Inner hair cell loss estimated at low frequencies

ACALOSSlope3k Slope of growth of loudness at 3 kHz 

Table 1: Result from the dimensionality reduction of the two datasets.
Variables strongly correlated to PCA1 (distortion type I) and PCA2 (distortion
type II).

The whole dataset was reduced to the variables that were strongly correlated to
Dimension I (PCA1) or Dimension II (PCA2), as summarized in Table 1. In Thorup
et al.’s study, the dimensionality reduction revealed that the binaural tests were
orthogonal to most of the tests related to audibility. Principal component analysis
could explain 83.82% of the variance with two components. In Johannesen et
al.’s study, Dimension II seemed to be dominated by low-frequency processing and
Dimension I by high-frequency processing. PCA could explain 67% of the variance
with the chosen variables.
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The archetypal analysis was used to identify four archetypes using the variables from
Table 1. As shown in Fig. 3, in both studies, Profile A (archetype A) exhibits the
best performance in both dimensions and Profile C the worst. Profile B shows poor
performance only in Dimension I while Profile D shows poor performance only in
Dimension II. Based on these archetypes, each listener was considered to belong to
the auditory profile of the closest archetype. Figure 3 B1 (Thorup et al.’s dataset)
illustrates how the listeners are divided in clusters in the two-dimensional study.
However, Figure 3 B2 (Johannesen et al.’s dataset) shows how the listeners are spread
out among the profiles.

A1) B1)

A2)

C1)

B2) C2)

Fig. 3: Archetypes: Extreme exemplars of the different patterns found in the
data. A1) Normalized performance of each of the 4 archetypes from Thorup
et al.’s study. B1) Simplex representation of the listeners of Thorup et al.’s
study. C1) Decision tree result of the supervised learning. A2, B2, and C2)
are the same as A1, B1, and C1) but for Johannesen et al.’s study.

Decision trees were obtained by using the raw data as an input and the auditory profiles
as the output. In Thorup et al.’s study, the classification tree based on SRTISTS

and binaural pitch showed a very high precision (58 out of 59 true positives). In
Johannesen et al.’s study, the classification was based not only on the audibility loss
at high and low frequencies but also the estimate of OHC loss at low frequencies. The
precision of this classifier was lower (66%).

DISCUSSION

The hypothesis in terms of the proposed four auditory profiles was evaluated in a data-
driven approach. It was assumed that one dimension (distortion type I) may be related
to a reduced frequency selectivity, while the second dimension would be related to
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temporal processing reflecting to a non-audibility related distortions (distortion type
II). First, the analysis of a dataset with a population of near-normal-hearing and
hearing-impaired listeners revealed that binaural processing tests were highly sensitive
for the classification of the listeners and a main contributor in the distortion type II
dimension. Second, the analysis of a dataset with only hearing-impaired listeners
showed that the distortion type I was related to high-frequency processing and the
distortion type II was related to low-frequency processing. The two analyses cannot
directly be compared because the tests and the listeners differed across studies. It
should be noted that Johannesen et al.’s study did not consider any test concerning
binaural processing. Therefore, the difference in the explained variance across the
two studies is mostly caused by the lack of such information in their study.

Pure-tone audiometric thresholds are used to quantify the hearing loss but they can,
in fact, be the consequence of different factors. As shown in Fig. 3 A2, dimension
I does not only contain the high-frequency hearing loss but also estimated cochlear
compression. Dimension II contains the low-frequency hearing loss and the outcome
of the frequency modulation detection task which has been suggested to reflect
temporal processing abilities. Therefore, it is important to bear in mind that there
are interactions between the audibility and the two types of distortions proposed here.
One approach to disentangle this interaction may be made based on the effects related
to the OHC vs IHC processing.

If a substantial population of IHC or neural fibers is affected, the thresholds can be
elevated (Lobarinas et al., 2013), leading to temporal distortions as well as degraded
binaural processing (Profiles D and C). However, the temporal acuity can also be
compromised while audiometric thresholds are normal or close-to-normal (Zeng et
al., 1999) (Profile D). OHC loss is typically associated with basilar membrane (BM)
compression loss (reduced frequency selectivity) as well as elevated audiometric
thresholds (Ahroon et al., 1993). Although reduced compression leads to a threshold
elevation (Profile B), listeners with elevated thresholds can still have a nearly-normal
BM compression (Profile A).

It is likely that the two types of deficits (degraded frequency selectivity vs degraded
temporal processing) affect speech perception in different ways. The signal processing
strategies that can be applied to compensate for each type of impairment can be
assumed to be different. Therefore, both loss of audibility and outcome measures
reflecting spectral and temporal distortions should be part of a clinical test battery for
characterizing hearing deficits.

Conclusion

The new analysis provides consistent evidence of the existence of two sources of
distortion and different ‘auditory profiles’ in the data. While distortion type I was
more related to audibility loss at high frequencies, the origin of distortion type II was
connected to reduced binaural processing abilities and low-frequency hearing loss.
The most informative predictors for the profile identification beyond the audiogram

253



Raul Sanchez, Federica Bianchi, Michal Fereczkowski, Sébastien Santurette, and Torsten Dau

were related to temporal processing, binaural processing, compressive peripheral
nonlinearity, and speech-in-noise perception. The current approach can be used to
analyze other existing data and might help define a test battery to achieve an efficient
auditory profiling.
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Preferred listening levels – a silent disco study  
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Aim: To investigate preferred listening levels (PLLs) in a dance situation and 
compare them to typical sound levels at dance venues (90-105 dB LAeq). 
Method: Fifty-nine young people had their individually chosen sound levels 
measured at a silent disco event. In a separate experiment 25 participants set 
their PLLs for music delivered through headphones and loudspeakers 
respectively, and repeated measures were conducted to test intra-rater 
reliability. Results: The sound level at the silent disco event was limited to a 
maximum of 89-93 dB LAeq. One-third of the 59 participants expressed a 
preference for louder sound levels while two-thirds were satisfied with this or 
even softer volumes. PLLs over headphones were on average 2 dB louder 
than in loudspeaker mode. PLLs varied 0.8-19.1 dB within each participant 
for the same input, but most participants (84%) showed a personal range of 
less than 5 dB in 75% of their measures. Conclusion: Many patrons’ PLLs 
are noticeably lower than what is typically offered at dance venues. 

INTRODUCTION 

The contribution of leisure noise exposure to the risk of noise-induced hearing loss 
(NIHL) is a growing concern in modern society (Johnson et al., 2014; WHO, 2015). 
One source of high levels of sound exposure is discotheques, which typically offer 
sound levels of 90-105 dB LAeq (Tin and Lim, 2000; Sadhra et al., 2002; Cassano et 
al., 2005). In Australian nightclubs, an average of 98 dB LAeq was found, with regular 
attendees spending approximately 5 hours per visit (Beach, 2013).  

There is no legislation in place to regulate the sound exposure of patrons on their own 
time, but acceptable noise limits have been defined for workplace sound 
environments. Since these regulations are intended to minimize the risk of NIHL, they 
may be used as reference limits in leisure noise situations. The limits are based on 
international standards which state that working more than 8 hours at a mean exposure 
level of 85 dB LAeq poses a risk of developing NIHL (ISO, 2013; 2014). As such, the 
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90 dB LAeq seen in the lower range of dance venue exposure would be acceptable for 
only 2.5 hours a day, whereas 105 dB LAeq would be acceptable for less than 5 minutes. 
It is therefore not surprising that many patrons of high-volume venues report sound-
related difficulties. Tinnitus as well as temporary hearing loss were seen in 66-88% 
of more than 1,000 young respondents following concert or dance venue attendance 
(Mercier and Hohmann 2002; Johnson et al., 2014). 

The general assumption seems to be that patrons prefer the music to be played at high 
levels. However, research has found that many young partygoers may prefer lower 
levels. In one study, 90% of 500 regular clubbers self-reported that they would prefer 
sound levels to be softer than the levels they generally experienced (Beach, 2013), 
while another found 42% of 700 participants to be similarly inclined (Mercier and 
Hohmann, 2002). Additionally, 70% of 325 participants in a third study “felt that noise 
levels in nightclubs should be limited to safe volumes” (Johnson et al., 2014). 

So far, these indications of preferred listening levels have been tested using surveys 
asking for people’s preferences in relation to existing volumes. Less is known as to 
whether such responses truly represent patrons’ actual preferred levels, or to what 
extent they may wish for sound levels to be lowered. This study aimed to investigate 
these questions via a party concept known as “silent disco”, which gave the 
opportunity to test patrons’ PLLs in practice. In a silent disco there is no music in the 
room at large, but each patron controls their own music volume emitted from a set of 
headphones wirelessly connected to a transmitter playing the music. As such, patrons’ 
actual PLLs may be measured directly during or following a silent disco event. 

However, it has been found that PLL may vary depending upon whether the stimulus 
is presented through headphones or loudspeakers, with PLLs being quoted to be 3-19 
dB louder in headphone mode than in loudspeaker mode (Rudmose, 1982; Brixen, 
2001). It was therefore necessary to also compare PLL for music played through the 
silent disco headphones against that from loudspeakers.  

The study thus aimed to better understand young people’s PLL in dance venues 
through two related experiments. The first experiment measured actual PLL under 
headphones in a silent disco event. The second experiment compared the PLL 
preferences under headphones to those in nightclub-like loudspeaker environments. 

It was hypothesised that a substantial number of participants would choose softer 
listening levels than the 90-105 dB typically seen at dance venues, and that their PLLs 
would be louder for presentation through headphones than through loudspeakers. 

METHOD 

Both experiments had ethics approval from the Australian Hearing Human Research 
Ethics Committee. 
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Experiment 1: Silent disco event 

Equipment and stimuli 

Music was delivered through Samsung tablets connected to three transmitters and 59 
silent disco headphones provided by a local supplier. Six popular dance songs were 
presented in three different sound qualities (unmanipulated, bass boosted and peak 
clipped) to redirect the participants’ attention from sound levels. Sound levels were 
measured in the laboratory using a Brüel & Kjær type 2250 sound level meter 
connected to a Kemar mannequin. The maximum presentation level varied with 
headphone set and was limited to between 89 and 93 dB to comply with ethics 
requirements. 

Participants 

Fifty-nine university staff and students were recruited through convenience sampling 
via social media and at the university bar. Of these, 32 were male and 25 female. One 
participant chose the “other/unspecified” gender option in the survey, one other did 
not answer the question. The age span was 19-35 years with a mean age of 23.5 years. 
The majority (N=46) self-reported having normal hearing while 13 reported that they 
suspected or knew that they had ‘some hearing loss’. 

Procedure 

Participants were given a personal set of wireless headphones that enabled them to 
adjust the volume of the shared music individually. To avoid bias in choosing their 
volume, they were initially told that the study was investigating sound quality 
preferences, with no mention of sound levels being made. All the participants danced 
together for 11.5 minutes to popular music presented through the headphones. When 
the music ended, they returned their headphones to the researchers with the final 
settings intact and filled out a written questionnaire. The survey included questions 
on both perceived sound quality and the satisfaction with their chosen sound levels, 
and the answers were linked to each participant’s sound level measured in the 
laboratory. Duration and maximum sound levels were limited to comply with ethics 
requirements. 

Experiment 2: Comparison study of PLL in headphones vs. loudspeakers 

Equipment and stimuli 

Excerpts of half a minute from five of the songs from Experiment 1 were used as 
stimuli. Four songs were presented in three different sound qualities (unmanipulated, 
bass boosted and peak clipped), giving a total of 12 individual experimental sound 
files. The fifth song, without sound quality manipulation, was used as a “control” to 
investigate intra-rater reliability.  

The stimuli were presented through a Samsung tablet connected to an attenuator 
through a Digitor 4-Way Video Switch Box C 2505. The attenuator was connected to 
both a silent disco transmitter sending to the wireless headphones, and to a Marantz 
Integrated Stereo Amplifier PM-43 feeding two Tannoy V8 loudspeakers. A dial 
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attached to the attenuator enabled sound levels to be manipulated in real time as the 
stimulus was played, in increments of 0.1 dB.  

Unattenuated sound levels were measured through a Brüel & Kjær type 2250 sound 
level meter connected to a Kemar mannequin. 

Participants 

Twenty-five participants (17 female, 8 male) aged 21-36 years (mean: 26 years) and 
reporting normal hearing were recruited through convenience sampling.  

Procedure 

In a laboratory setting, participants were instructed to individually set their PLLs for 
a total of 16 presentations in each mode (headphone and loudspeaker) by manipulating 
the attenuator. For both modes, the 12 experimental sound files were each presented 
once, and the control sound file presented four times. 

Four different presentation orders were devised to avoid order effects. The 
participants’ chosen attenuation levels were noted and subtracted from the 
unattenuated maximum sound levels measured through the Kemar mannequin. 

RESULTS 

Experiment 1: Silent disco event 

Participants’ results from the silent disco were divided into four groups based on the 
volume setting they chose during the event. Individual sets of headphones had slightly 
different maxima, leading to a variation in dB LAeq within each volume setting group, 
as seen in Table 1. This table also shows how many people in each volume group were 
satisfied with the volume or felt that it should have been louder or softer. 

 

Volume 
setting 

Mean 
(dB 
LAeq) 

Range 
(dB 
LAeq) 

Total 
(n) 

Were 
satisfied 
(n) 

Preferred 
higher (n) 

Preferred 
lower (n) 

#1 (loudest) 91.1 3.7 38 17 18 2 

#2 85.4 1.2 12 10 2 - 

#3 79.6 1.2 5 3 2 - 

#4 (softest) 73.4 2.6 4 4 - - 

 

Table 1: Sound level variation within volume settings and participants’ 
satisfaction with their final sound level. 
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Of the 59 participants, 38 (64%) were listening to the loudest volume setting (volume 
#1), the remainder to softer volumes. In the softer volume groups (n=21), 81% were 
satisfied with the sound levels, as were 45% of the people in volume group #1. In 
group #1, 47% wanted it louder, 2 wanted it softer and one did not answer this 
question. Overall, 22 (37%) of the 59 participants wanted the music to be louder than 
their chosen levels, but only 18 of these were already at maximum loudness. 

For the 34 participants (58%) who reported being satisfied with their final volume, 
the mean PLL was 86.0 dB LAeq. Overall mean PLL was 87.6 dB LAeq and mean sound 
level for those who would have preferred it to be louder was 89.7 dB LAeq. 

Experiment 2: Comparison study of PLL in headphones vs. loudspeakers 

The mean PLL for all participants and all songs was 71.3 dB LAeq in headphone mode 
and 69.3 dB Laeq in loudspeaker mode. A paired t-test yielded a significant difference 
of 2 dB [t(25)=2.92, p=0.007], indicating that preferred levels under headphones were 
significantly higher than those heard through loudspeakers. 

Intra-rater reliability 

Measures from the reference song (heard four times across the experiment) showed a 
noticeable variation in PLLs, with intrapersonal differences in the PLL of 0.8-12.4 dB 
in headphone mode and 1.5-19.1 dB in loudspeaker mode. This difference was termed 
consistency range (CR). Seventeen participants (68%) showed CRs above 5 dB in one 
or both presentation modes (see Fig. 1). 

 

 
 

Fig. 1: The number of participants who had 0-3, 3-5 or above 5 dB LAeq 
difference between their loudest and softest chosen volume (CR) for the 
reference song, ordered by presentation mode. 
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Fig. 2: The number of participants with a difference of 0-3, 3-5 or above 5 
between the three PLLs for the reference song that were closest to each other, 
ordered by presentation mode.  

 
Focusing on the three closest PLLs for each participant yielded CRs for 75% of the 
presentations, termed CR-75%. Twenty-one participants (84%) had a CR-75% below       
5 dB in both presentation modes, and 12 of those (48% of all) were also below 3 dB 
(see Fig. 2). 

DISCUSSION 

PLL at dance venues 

Two-thirds of the participants at the silent disco event chose the maximum volume of 
89-93 dB LAeq, which is relatively low compared to the 90-105 dB LAeq usually offered 
at regular dance venues. The fact that half of these patrons would have preferred the 
music to be louder is therefore not surprising. However, the other half seemed satisfied 
with their sound level, as did most of those who deliberately chose even softer 
listening levels. This strongly indicates that two-thirds of the entire sample did in fact 
have lower preferred listening levels than what is typically offered at regular dance 
venues. 

A few in the loudest volume group reported wanting softer listening levels while some 
in the softer volume groups said they would have preferred louder levels. It is unclear 
why these individuals did not simply adjust their individual volume controls to 
accommodate their preferences. Possible answers include that they had some 
difficulties using the volume controls, that they believed they were already at the 
loudest/softest level, that they wanted a smaller adjustment than the 6 dB offered by 
the equipment, or that they perhaps misread the survey when answering. Only the 18 
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listeners who were already at top volume and wanted it louder did not have the 
opportunity to self-adjust to their satisfaction. 

For those satisfied with their sound levels in Experiment 1, the mean PLL under 
headphones was 86 dB LAeq. Experiment 2 showed that PLL for headphones were 
generally 2 dB higher than for loudspeakers.  Taken together, the results suggest that 
the PLL for these participants in a standard venue may be more likely in the range of 
80-90 dB LAeq than 90-105 dB LAeq. 

Overall, the findings obtained from observing actual sound level choices match well 
with previous survey-based studies showing that 42-90% of young people prefer 
sound levels to be softer than what is typically offered at dance venues. 

Intra-rater reliability 

Participants initially appeared quite inconsistent in choosing their PLLs in Experiment 
2, yielding consistency ranges of up to 19 dB with two-thirds of the participants being 
above 5 dB in at least one presentation mode. However, due to the number of 
measurements per participant and the fact that most showed a CR-75% below 5 dB, 
the results were deemed sufficiently valid for further analysis. 

These results show that intra-rater reliability is an important factor to consider when 
designing studies that ask participants to set their preferred listening level, and it is 
highly recommended that future research includes repeated measurement for added 
validity and that previous research is reviewed with this in mind. 

Limitations 

The results presented here were obtained in a brief, volume-limited silent disco event 
that was specifically designed for research purposes. It may be that people’s preferred 
listening levels would be higher if their exposure were extended to several hours as at 
a typical night out rather than the 11-12 minutes of this experiment. Similarly, those 
who consciously reported being satisfied with the maximum volume presented 
through the headphones might have selected a higher setting if it had been available.  

CONCLUSION 

The majority of young people seem to prefer sound levels noticeably softer than what 
is usually offered at regular dance venues. People are reasonably consistent in setting 
their preferred listening levels in a controlled laboratory study across repeated 
measures, and any single measurement should be considered in this context.  Future 
research in this area should therefore involve repeated measures wherever possible, 
and caution is advised when reviewing previous research on preferred listening levels. 
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The basic frequency selectivity in the listener’s hearing is often characterized
by auditory filters. These filters are determined through listening tests,
which estimate the masking threshold as a function of frequency of the
tone and the bandwidth of the masking sound. The auditory filters have
been shown to be wider for listeners with sensorineural impairment. In a
recent study (Christensen et al., 2017) it was demonstrated on group basis
that the distortion product stimulus ratio that provided the strongest 2 f1 − f2

component at low frequencies had a strong correlation to the theoretical
relation between frequency and auditory filter bandwidth, described by the
equivalent rectangular bandwidth (ERB, Glasberg and Moore, 1990). The
purpose of the present study is to test whether a similar correlation exists on
an individual basis at normal audiometric frequencies. The optimal 2 f1 − f2

DPOAE ratio is determined for stimulus ratios between 1.1 and 1.6, at fixed
primary levels (L1/L2 = 65/45 dB SPL). The auditory filters are determined
using notched-noise method in a two alternative forced choice experiment
with noise levels at 40 dB SPL/Hz. Optimal ratios and auditory filters are
determined at 1, 2, and 4 kHz for 10 young normal-hearing subjects.

INTRODUCTION

Since the discovery of otoacoustic emissions (OAEs) by Kemp (1978), they have
become a central element in auditory research as an objective measure of peripheral
auditory function. Otoacoustic emissions can be used to describe the state of the inner
ear, in particular, of the outer hair cells (OHC), responsible for the active processes in
the cochlea and the low level sensitivity of the hearing. Distortion product otoacoustic
emissions (DPOAE) are the cochlear response to a two-tone paradigm. DPOAEs
are thought to be generated as a result of interaction between the excitation patterns
created by the primary stimulus frequencies in the basilar membrane (BM). Research
shows that cochlear frequency tuning can be related to DPOAE phase delay (Bowman
et al., 1998), to DPOAE suppression tuning curves (Gruhlke et al., 2012), as well
as to response delay from stimulus frequency OAEs (Bentsen et al., 2011). These
results show that frequency specific OAEs can be used to describe frequency tuning
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characteristics, yet the relation between the individual measures and the cochlear
tuning characteristics are rather complex, being subject to several assumptions and
undergoing complex data analysis procedures. This results in measures that may be
well suited for auditory research but are not suited for clinical application.

The present work is inspired by the findings of Christensen et al. (2015, 2017), which
at low frequencies demonstrated the relation between the optimal 2 f1 − f2 DPOAE
stimulus ratio ( f2/ f1) and the equivalent rectangular bandwidth (ERB), as defined by
Glasberg and Moore (1990):

f1 − f2 = γERB( f2), (Eq. 1)

where the constant γ was found experimentally to equal approximately 1.5 in
Christensen et al. (2015, 2017) for normal hearing populations.

The auditory filter bandwidth depend on: (1) the properties of the underlying
morphology, and (2) the state of health in the underlying morphology (See Ch. 1 Sec.
6B in Moore, 2012). If changes to the the optimal DPOAE stimulus ratio are correlated
to changes in the auditory filters due to cochlear damage, DPOAE measurements may
offer a fast alternative to the psychoacoustic test of auditory filter bandwidth. If not, it
may hold individual information of the underlying morphology, and may serve as
a calibration or normalisation factor for the psychoacoustic (and other) individual
measurements.

The purpose of the present investigation was to further examine the individual relation
between the psychoacoustic (ERB) and objective (optimal DPOAE stimulus ratio)
estimates for normal hearing subjects at typical audiometric frequencies.

METHODS

Auditory filter bandwidths and optimal DPOAE ratios were determined for 10 young
(18-25 years), normal hearing (hearing level, HL < 20 dB, middle ear pressure, MEP
< ± 100 daPa) subjects around the standard audiometric frequencies of 1, 2, and
4 kHz.

DPOAE measurements

An Etyomotic Research ER-10C probe system with a Roland UA-25EX sound card
controlled through a customised MATLAB program was used to obtain the DPOAE
measurements. The fixed- f2 paradigm was utilised and stimulus levels were fixed
at 65/45 dB SPL. The probe was calibrated using a Brüel & Kjær Type 4157 ear
simulator with a Brüel & Kjær Type 4138 microphone. Before measurements,
individual levels were adjusted using the sound card’s input gain to match a 500-
Hz tone measured in the ear-canal to the corresponding reference level measured in
the ear simulator. During the measurements the operator could monitor the measured
signal, and an amplitude rejection criteria was used to avoid noisy recordings due to
swallowing or movement of the probe.
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Auditory filter bandwidth and DPOAE

Each response was recorded at 48 kHz and 24-bits resolution. The recorded signal
was analysed using an average of 10 frames of 4800 samples and a discrete Fourier
transform (DFT) of the same length, giving a frequency resolution of 10 Hz. Primary
frequencies were chosen so all components of interest ( f1, f2 and 2 f1 − f2) had an
integer number of periods in the analysis frame, so no windowing was applied. The
noise level of the measurement was estimated by averaging the amplitude of all DFT
bins within 1 ERB centred at a given 2 f1 − f2 frequency (excluding the distortion
component itself).

Taking into account the possible presence of fine structure in the DPOAE levels,
five measurements were made within one dip-to-dip bandwidth of the expected
fine structure, according to Reuter & Hammershøi (2006). For each audiometric
frequency, DPOAE levels were obtained using five primary frequency pairs linearly
spaced within a 100, 160 and 320 Hz bandwidth centred at 1, 2 and 4 kHz respectively.
For each set of primaries eight different ratios were used between 1.1 and 1.5, as
shown in Fig. 1. In order to ensure that all major signal components have an integer
number of periods in the analysis window, the primary ratios changed for the five
DPOAEs around each audiometric frequency. Thus, eight individual ratios were tested
for each of the five sets of primaries, within a narrow frequency band around each of
the three audiometric frequencies.

250 500 1000 2000 4000

1.1

1.2

1.3

1.4

1.5

1.6

Fig. 1: Measured ratios as a function of primary and DPOAE frequencies, f2

(large circle), f1 (small circle), 2 f1- f2 (triangle)

The choice of frequencies included primary ratios that exceed 1.5 (see Fig. 1), at
these high ratios the response of the 2 f1 − f2 component is close of f1/2 and may
be influenced by other distortion products. All DPOAE values obtained with primary
ratios higher that 1.5 were excluded from further analysis (one case for 1 and 4 kHz
and two cases for 2 kHz).
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Auditory filter determination

Auditory filters were estimated using the notched noise method as described by
Glasberg and Moore (1990), with relative notch widths Δ f/ fc of 0, 0.05, 0.1, 0.2,
0.3 and 0.4. The noise masker was presented simultaneously with the stimulus tone
with a 100-ms Hanning ramp applied to both start and end of the combined signal.
Each noise and stimulus interval was presented with 0.5-s duration and a 0.25-s pause
between intervals. The masker was presented at a level of 40 dB/Hz.

Thresholds were estimated using a 2-alternative forced-choice paradigm with a 1-up
2 down tracking rule which estimates the 70.7% point on the psychometric function
(Levitt, 1971). The 8-dB initial step-size was reduced to 4 and 2 dB after each reversal
and a single threshold estimate was taken as an average of 6 reversals obtained with the
smallest step-size. Subjects were given approximately 10 minutes under supervision
for familiarisation with the procedure.

The filter shapes were derived from the notched-noise experiment data using the
polynomial fitting method described by Patterson (1976). A 3rd order polynomial
was fitted to the data and the ERB estimate was obtained from the integral of the fitted
curve multiplied by 2 fc, assuming symmetric filters.

RESULTS

DPOAE

Figure 2 shows the individual DPOAE levels for three subjects as a function of the
f2/ f1 ratio, as well as average values across subjects. The figure shows that both the
individual and group results display a bell-shaped dependency to the stimulus ratio.
To determine the optimal ratio, a 2nd order polynomial was fitted to the individual
and group data obtained with primary frequency ratios below 1.35. For higher ratios,
DPOAE values either decrease close to the noise floor, or show a steady increase
in level. The latter seems to be related to an increasing noise floor (especially at
1 kHz), or to other artefacts as the ratio approaches 1.5. The maximum value of the
fitted curves is defined as the optimal ratio. Inspection of the individual results shows
that for 2 and 4 kHz all subjects, with the exception of subject 4 at 2 kHz, show the
expected bell-shaped curve, for these cases the maximum DPOAE value was always
found with ratios in the range of the fitted curve. In the case of 1 kHz, the results
are more dependant on the levels of the emissions. Subjects with high emission levels
(Subjects 1, 6, 7 and 8) have a clear bell-shaped curve and maximum DPOAEs are
found with ratios in the range of the fitted curve. For subjects with low emission
levels (Subjects 2, 3, 4, 5, 9 and 10), maximum DPOAE values were sometimes found
at ratios above 1.35. For these subjects emission levels are in some cases within a few
dB of the noise floor.
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Fig. 2: Individual DPOAE levels for three subjects as a function of primary
frequency ratios. Thick lines represents a 2nd order polynomial fit for data
points with primary ratios between 1.1 and 1.35. Thin lines represent the
measured values and the noise floor of the measurement. Top right panel, the
group average in black with ±standard deviation (shaded area) and the grey
line shows the 2nd order polynomial fitted to the averaged data.

Auditory filter results

The estimated notched-noise thresholds are shown in Fig. 3 for three subjects and for
the group average. The figure shows that the wider the masking notch, the lower the
masking effect on the stimulus tone, and that the slopes are steep, as is expected for
normal-hearing individuals. There are however a few exceptions like subjects 3 and 7
at 4 kHz or subject 4 at 2 kHz.
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Fig. 3: Level of tone at threshold as a function of masker bandwidth (masker
level 40 dB/Hz) in black (same three subjects as in Fig. 2), and the estimated
auditory filter shapes using a 3rd order polynomial in grey. Top right panel,
group average with ±standard deviation as the error bars, in black and the grey
lines shows the estimated average auditory filter using a 3rd order polynomial.

Optimal ratio vs. ERB

Estimates of optimal ratio and equivalent rectangular bandwidths are compared for
for each subject in the scatter plots of Fig. 4, with the circles. Pearson’s correlation
coefficient shows that there is a non-significant positive correlation at 1 kHz (r =
0.3805, p = 0.2781) and 2 kHz (r = 0.4815,p = 0.1588), and a non-significant
negative correlation at 4 kHz (r = −0.3111,p = 0.3817). This result suggests that
narrower ERB estimates show lower optimal ratios, with clear exceptions, as the case
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of the lowest optional ratio obtained at 4 kHz that shows the widest ERB estimate for
that frequency band.

In order further explore the relation between frequency selectivity and DPOAE
optimal ratios, optimal ratios were expressed in terms of the width DPOAE vs. ratio
curve finding the point in which the fitted 2nd polynomial function drops 6 dB from
its maximum value, according to the following expression:

ORspan = (ORmax −OR−6dB) , (Eq. 2)

where ORspan is the optimal ratio span representing the span of ratios that cover
in main portion of the DPOAE vs. ratio estimate; ORmax is the optimal ratio,
and OR−6dB is the ratio corresponding to the −6 dB point. Pearson’s correlation
coefficient between ORspan and ERB estimates show a weak positive correlation at
1 kHz (r = 0.6120, p = 0.0601) and 4 kHz (r = 0.5642, p = 0.0893) and a non-
significant positive correlation at 2 kHz (r = 0.1409, p = 0.6979). These results are
shown in Fig. 4 with the diamond symbols.
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Fig. 4: Optimal DPOAE stimulus ratio estimated for each subject versus ERB
(circles, left axis). Stimulus ratio span versus ERB (diamonds, right axis).

CONCLUSIONS

The present data confirms the optimal ratio relation to auditory filter bandwidth on
group basis, and the relation can also be recognised to a lesser degree for individual
data. The data suggests that subjects with a broad auditory filter (high ERB estimate)
also have larger optimal ratios. In the same manner, subjects with low ERB estimates
will have lower optimal ratios. Other estimates of frequency tuning derived from the
DPOAE vs. primary ratio relationships show equal or better correlation with individual
ERB estimates.

269



Andreas H. Rukjær, Sigurd van Hauen, Rodrigo Ordoñez, and Dorte Hammershøi
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Adjusting expectations: Hearing abilities in a population-
based sample using an SSQ short form  
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Self-reports of hearing (dis)abilities play an important role in hearing 
rehabilitation. Among the large variety of questionnaires, the Speech, Spatial, 
and Qualities of Hearing Scale (SSQ) has become an internationally used 
measure to assess hearing abilities in specified everyday listening situations 
using a visualized scale ranging from 0 to 10. Research mainly focused on 
adults with impaired hearing, whereas adults with “normal” hearing were 
hardly considered. However, the ratings of adults out of the general 
population could be of particular interest when it comes to the question of 
score benchmarks based on different definitions of “normal” hearing. In the 
cross-sectional, population-based study HÖRSTAT (n=1903) the German 
SSQ17 short form was used along with a standardized interview and 
comprehensive hearing examinations. As the SSQ score distributions are 
extremely negatively skewed, semiparametric quantile and expectile 
regression analysis was performed to examine the conditional score 
distribution and the effects of age, gender, globally reported hearing 
problems, hearing loss, and social status. Though no normative cut-off values 
can be established from empirical findings only, the distribution of “normal” 
hearing abilities might align the management of expectations during the 
process of hearing rehabilitation. 

INTRODUCTION  

Since the Speech, Spatial and Qualities of Hearing Scale (SSQ) showed “promise as 
an instrument for evaluating interventions of various kinds” in audiological 
rehabilitation (Gatehouse and Noble, 2004), various short forms were developed to 
foster it’s usability. Research focused on hearing-impaired adults, whereas ‘normal’-
hearing adults were included for validation in non-English versions (e.g., Banh et al., 
2012; Deemester et al., 2012; Moulin and Richard, 2016). Recruitment of the normal-
hearing participants followed audiological criteria and university students often 
served as the young control group. But hearing ability established by means of a 
questionnaire is a cognitive construct, thus shaped, e.g., by performance expectations, 
habitat with diverse acoustical demands, second-party opinions, and comparisons. 
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Therefore, variability sources and benchmark scores derived from socially 
homogeneous groups are as critical as sample size. Furthermore, the score distribution 
is often skewed, thus the report of mean and standard deviation and the use of 
parametric methods is misleading.  

This article sets out three objectives: First, it attempts to derive a benchmark 
distribution for hearing abilities in the general population using SSQ items. Assuming 
that ability assessment refers to a cognitive construct, it secondly aims to identify non-
audiological factors such as age, gender, and education which might influence SSQ 
ratings. Third and finally, an innovative statistical method will be presented that copes 
appropriately with non-normal distributions in order to achieve the previously stated 
objectives. 

METHODS 

SSQ17 questionnaire 

In general, the SSQ items describe everyday situations and a listening task. The 
respondents rate how well they can fulfill the task using a visualized scale ranging 
from 0 (not at all / a lot of effort) to 10 (perfectly / no effort). The original SSQ 
presented by Gatehouse and Noble (2004) comprises 50 items assigned to three 
subscales. Table 1 lists the items included in the German SSQ17 short form (Kießling 
et al., 2011). 

 

Subscale Pragmatic subscale Item ref. SSQ50 

Speech 
Speech in noise (2), speech in speech (2), multiple 
speech-stream processing and switching (1) 

1.4, 1.5, 1.7, 1.9, 
1.10 

Spatial Localization (2), distance and movement (3) 
2.5, 2.6, 2.7,  
2.9, 2.12 

Qualities 
Sound quality and naturalness (3), segregation of 
sounds (1), identification of sound and objects (1) 

3.3, 3.4, 3.8, 3.9, 
3.10 

 
Table 1: Items (number) in the SSQ17 according to the numbering in the 
original SSQ (Gatehouse and Noble, 2004) and the pragmatic subscale 
allocation proposed by Gatehouse and Akeroyd (2006). 

 

SSQ17 cut the subscales down to 5 items each, complemented by the items 
understanding speech in quiet (1.2) and listening effort (3.18). The subjects received 
the questionnaire together with the HÖRSTAT invitation letter and were asked to 
return the completed SSQ17 during the examination appointment.  
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Study sample 

The data was derived from the cross-sectional study HÖRSTAT (2010–2012). This 
study was based on random samples stratified by age and gender from two medium-
sized towns in Northwest Germany. The response was low in young age bands, but 
fairly high in the middle-aged and elderly adults from 40 to 79 years (30%), resulting 
in an overall response rate of 21%. At large, the study sample of 1,903 adults 
approximated both the national distribution by gender and age. The hearing 
examination included pure-tone audiometry in accordance to ISO 8253-1, the 
Goettingen sentence test in noise (Kollmeier and Wesselkamp, 1997), the German 
digit triplet test (Zokoll et al., 2012), a standardized interview, and the SSQ17 
questionnaire. The study design, test procedure and equipment are described in detail 
elsewhere (von Gablenz and Holube, 2016). 

Valid data from pure-tone audiometry and the SSQ17 were inclusion criteria for this 
analysis leading to a sample of 1,836 adults (45% males) aged 18 to 97 years. 
Prevalence of hearing impairment was 16% defined as PTA4 > 25 dB HL in the better 
ear (PTA4: pure-tone average at 0.5, 1, 2, and 4 kHz). In total, 26% reported hearing 
difficulties in the standardized interview and 8% met the criterion for asymmetric 
hearing thresholds (interaural PTA4 difference > 10 dB). Social composition was 
somewhat biased towards highly educated strata if school attainment level is 
presumed to indicate social position. About 51% of the subjects received an advanced 
school education according to the traditional German educational system. 

Statistical analysis 

PTA4 in the better ear is used as a key parameter for the state of hearing to facilitate 
comparability of results, since Spearman correlation analysis showed equal to slightly 
better correlation coefficients between SSQ scores and better ear PTA4 (r = −0.175 
to −0.418) than for the better ear speech reception thresholds (SRT) in the Goettingen 
sentence test in noise (r = −0.170 to −0.412). Correlation coefficients are only 
marginally higher if related to the worse ear PTA4 or SRT.  

With regard to SSQ ratings, this analysis is based on the mean score by subject across 
all SSQ17 items (SSQ17) and the SSQ17 subscales. Missing values (2%) are dealt 
with multiple imputation through regression with error. Similarities between the 
subscales are used to fit generalized additive models for the imputation of one score 
with all remaining subscales in the predictor. The estimation of the models is then 
cycled and finally SSQ17 is recomputed. 

Score distributions are negatively skewed for all subscales (and items). Skewness is 
−0.9 in the speech, −1.1 in the spatial and −1.8 in the qualities subscale. As the 
assumptions for parametric statistics are not met, this analysis refers to quantile 
regression (Koenker and Bassett, 1978), an approach on the verge of becoming a 
standard tool in modern regression analysis. While a simple mean regression attempts 
to describe the expectation of a response as a function of the covariates, the results of 
a quantile or expectile regression offer a much broader view. In principle, a dense set 
of expectiles or quantiles allows for an analysis of the complete conditional 
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distribution of the response. This can lead to new insight into the dependency structure 
between the response and its covariates. 

For the inclusion of nonlinear effects, an efficient semiparametric quantile regression 
(SPQR) is performed. Penalized splines divided into a parametric part and its random 
nonlinear deviations, smoothed with an additive penalty term, are used in a fast linear 
programming procedure. Computationally, regression quantiles with a LASSO 
penalty for random effects are obtained by minimizing an asymmetrically weighted 
absolute residuals criterion 
 

∑ , 	 	 	 | |   (Eq. 1) 
  
with asymmetric weights 

, 	
1 	if	

	if	
 

 
a response y and a quantile-specific predictor  consisting of the unpenalized effects 
Xα  and the penalised random part 	  for each quantile level . This loss function 
can be subject to a linear program.  

RESULTS 

In the general population, SSQ17 scores averaged by subject across all items are 
almost unchanged until the age of 50 years with 8.3 points at the median. They decline 
to 7.8 and 7.1 points at the age of 70 and 80 years, respectively. These results refer to 
a zero-model that simply regressed scores on age.  

Figure 1, in contrast, shows not only SSQ17 scores as a function of age (dots), but 
also the score distribution from a quantile regression model that was controlled for 
self-reported hearing difficulties only (lines). Since these adults feel comfortable with 
their hearing in general, this distribution could reasonably be assumed to describe the 
benchmark for hearing abilities assessed using the SSQ17. The ability scores decrease 
with age. This decrease is somewhat more pronounced in the lower than in the upper 
half of the distribution. Intercept spans rounded 3 points from the 0.05 to the 0.95 
quantile (5.9 to 9.0). The parametric regression coefficient, which accounts for 
hearing difficulties, is −1.4 at the median, that is, the median regression curve is 
shifted down by 1.4 points in adults reporting hearing difficulties. As expected, the 
effect of self-reported difficulties is greater in low scoring than in high scoring adults. 
The coefficients range from −2.0 at the lowest to −1.1 at the highest quantile. 

Figure 2 shows the score distribution in the speech subscale as a function of PTA4 in 
the better ear (dots). The curves display a quantile regression model that controls the 
association of PTA4 and SSQ scores for age, gender, hearing difficulties, and 
asymmetric pure tone hearing. Thus, quantile curves refer to males with symmetric 
thresholds who did not report hearing difficulties as the reference distribution. The 
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corresponding parametric regression coefficients that estimate the effect of age, 
female gender, asymmetric thresholds, and hearing difficulties are listed in Table 2 
for selected quantiles 0.1, 0.5, and 0.9. This table also includes intercept and 
coefficients estimated in analogous regression models on the spatial and qualities 
subscale data, which are not graphically displayed. 
 

 

Fig. 1: SSQ17 scores averaged by subject across all items as a function of  age 
(dots). Regression lines refer to adults without self-report of hearing difficulties. 

 

 

Fig. 2: Mean speech subscale SSQ17 scores by PTA4 in the better ear (dots). 
Regression curves refer to males with symmetric hearing thresholds without 
self-report of hearing difficulties. 
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Ability ratings are highest in the qualities subscale and lowest in the speech subscale. 
Age does not affect ability ratings either in high or in low scoring adults in these 
models. This is generally the case (models not shown) if PTA4 is controlled for. 
Asymmetric hearing and self-reported global hearing difficulties, in contrast, are 
significant factors in all subscales, with mostly higher effects in the distribution’s 
bottom half. Self-report of hearing difficulties strongly influences the speech subscale, 
with only small differences between the quantiles. The corresponding coefficients are 
higher than in the other subscales and range from −1.5 to −1.3. Asymmetric PTA4 is 
the most influential factor in the spatial subscale, with coefficients between −1.1 and 
−0.4. Gender significantly affects the ratings on spatial items across all quantiles, 
though the effect is particularly strong in the bottom half. Females rate their abilities 
lower than males, with a maximum estimate of −0.9 points at the 0.05 quantile and 
−0.4 points at the median. In the speech and the qualities subscales, however, high 
scoring females rate their abilities slightly higher than males. Though significance is 
partly confirmed, gender has hardly a substantial impact because the estimated 
coefficients are rather small (≤ |0.2|). Extended models further revealed that high 
education is significantly associated with higher scores, particularly in the spatial and 
qualities subscales. The corresponding coefficients indicate 0.2 to 0.6 points at most 
quantiles. 

  

  0.1 sd 0.5 sd 0.9 sd 

S
p

ee
ch

 

Intercept 4.73 0.41 6.14 0.48 8.04 0.69 

Age / year -0.01 0.01 -0.00 0.00 0.00 0.00 

Female gender -0.06 0.11 0.10 0.08 0.15 0.07 

Asymmetric PTA4 * -0.83 0.19 -0.77 0.18 -0.56 0.17 

Hearing difficulties * -1.46 0.14 -1.51 0.11 -1.39 0.10 

S
p

at
ia

l 

Intercept 5.03 0.46 6.55 0.31 7.89 0.27 

Age / year 0.00 0.01 0.00 0.00 0.00 0.00 

Female gender * -0.80 0.13 -0.44 0.08 -0.25 0.07 

Asymmetric PTA4 * -1.05 0.26 -0.76 0.11 -0.54 0.19 

Hearing difficulties * -0.89 0.18 -0.75 0.20 -0.56 0.10 

Q
u

al
it

ie
s 

Intercept 5.58 0.44 7.58 1.23 8.89 0.67 

Age / year -0.00 0.00 -0.00 0.00 -0.00 0.00 

Female gender 0.00 0.10 0.16 0.06 0.14 0.04 

Asymmetric PTA4 * -0.83 0.17 -0.39 0.17 -0.18 0.14 

Hearing difficulties * -1.03 0.30 -0.73 0.09 -0.47 0.07 

 

Table 2: Parametric effects on the speech, spatial and qualities subscales of 
SSQ17. Regression coefficients for the 0.1, 0.5, and 0.9 quantile and standard 
deviation (sd). Coefficients greater than 1.96 sd are considered to be 
significant. 
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DISCUSSION 

Adults who do not complain about hearing and mostly do not meet the criterion of 
hearing impairment rate their hearing abilities in the SSQ17 well below the scale 
maximum. Basically, this was already known from earlier research (e.g., Moulin and 
Richard, 2016; Demeester et al., 2012; Banh et al., 2012). The question was, rather, 
to estimate a reference using a population-based sample. Comparing results from 
different SSQ studies calls for some reservations. Whereas test administration seems 
not to affect scores on the SSQ systematically (Singh and Pichora-Fuller, 2010), 
language translation and item selection are always an issue, aggravated by different 
analytical approaches. This applies in particular for comparisons between the 
benchmark distributions derived from the general population using quantile regression 
to benchmark scores defined as the arithmetic mean from tailored study samples.  
Nevertheless, our results point towards lower benchmark score levels in young adults 
than reported earlier, e.g., by Demeester et al., 2012; Banh et al., 2012. 

Chronological age does not influence ability ratings if audibility operationalized by 
PTA4 and interaural symmetry is controlled for. This finding is along the same lines 
as Agus et al. (2009) who did not observe a correlation between age and items 
addressing speech in speech and multistream listening situations, but contrasts with 
Banh et al. (2012), who established a combined effect of age and hearing impairment.  

As expected, the association of SSQ ratings and pure-tone hearing is most affected by 
globally reported hearing difficulties. Agus et al. (2009) also distinguished by the self-
report of hearing difficulties in their analysis. They found a group difference of 1.4 
points for speech items on average which is well in line with our estimations (−1.5 to 
−1.4 points). Our results show, in addition, that the impact of self-reported difficulties 
is roughly halved for the spatial and qualities subscale.  

To our knowledge, the effect of gender on spatial items was not reported for other 
studies though Moulin and Richard (2016) observed a possibly related trend for the 
differential score between the speech and spatial subscale. This effect cannot be traced 
back to audiological criteria from the present state of the analysis. Additionally, the 
impact of educational level on SSQ scores seems to be under-researched so far. Moulin 
and Richard (2016) reported an effect for selected items mainly in the qualities subscale, 
whereas our results suggest a considerably broader impact. Overall, the effect of gender, 
education and, in general terms, social position seem relevant enough to merit attention. 

SUMMARY AND OUTLOOK 

Quantile regression analysis gives an appropriate display of hearing abilities in the 
general population that makes a description of a benchmark distribution possible. 
Though de facto observations do not bear any normative power for methodological 
reasons, they facilitate orientation in the rehabilitation process. Furthermore, social 
factors influence ability ratings. This finding is only partly addressed in earlier studies. 
Age, however, shows no effect if audibility is controlled for. The next steps will be to 
extended the analysis towards item and pragmatic subscale level and to include other 
factors that potentially influence the SSQ ability rating. Further, two-way interaction 
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terms reflecting potential dependencies between the covariates and the cut-off for 
disability will be examined and discussed for this population-based sample.  
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An improved competing voices test for test of attention  

LARS BRAMSLØW*, MARIANNA VATTI, RIKKE ROSSING, 
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Eriksholm Research Centre, Snekkersten, Denmark 

People with hearing impairment find competing voices scenarios to be 
challenging in terms of their ability to switch attention and adapt to the 
situation. With the Competing Voices Test (CVT), we can explore how they 
can adapt and change their attention between voices. The CVT provides three 
male and three female speakers, played in pairs. The task of the listener is to 
repeat the target sentence. Three methods of cueing the listener to the target 
sentence were tested: a male/female cue (for male-female sentence pairs), an 
audio voice cue and a text cue using one word from the target sentence. The 
cue was presented either before or after the sentence pair playback. The CVT 
was evaluated on 14 moderate-severely hearing impaired listeners with four 
spatial conditions: summed (diotic), separate (dichotic) plus two types of ideal 
masks for separating the two speakers from the sum. The results show that the 
test is sensitive to the spatial conditions, as intended. The text cue is the most 
sensitive to spatial condition. The text cue has the further advantage that it can 
be used for, e.g., male-male speaker pairs as well. Furthermore, the applied 
ideal masks show test scores very close to the ideal separate spatial condition. 

INTRODUCTION  

Competing voices are part of the everyday challenges for a hearing aid user. This 
might occur for instance while attending to two voices in a restaurant or while 
watching TV and attending to a voice in the room at the same time. In order to test the 
performance of hearing aids in this user scenario, a new type of speech test has been 
developed.  

Compared to traditional speech tests, a competing voices test would have two or more 
targets that are equally important to follow, and in the simplified case no masker. Tests 
of this type have been reported in the literature (Mackersie et al., 2001; Helfer et al., 
2010), but no particular test has been put to common use. Furthermore, they are not 
available in Danish.  

The purpose of the present project was to develop a competing voices test (CVT) in 
Danish. The proposed CVT has evolved in a number of iterations and applications 
using other cue timings and different speech material, this is documented in a series 
of posters (Bramsløw et al., 2014, 2015a, 2015b, 2016b). The present paper presents 
the newest and improved version of the CVT. 
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The aim of the present study was thus to refine and validate the competing voice test. 
The CVT should have the following properties: 

 Be sensitive to signal processing contrasts, in this case spatial contrasts;
 Be applicable for older hearing-impaired listeners without floor and ceiling

effects in the outcome measure;
 Be suitable for quick testing of multiple conditions in the laboratory.

METHOD 

Speech material 

In order to minimize development time, the Danish Hearing in Noise Test (HINT) was 
chosen as the speech corpus for the CVT, being an established and well documented 
natural sentences speech material (Nielsen and Dau, 2009; 2011). The Danish HINT 
has five words per sentence and is available with one male speaker. 

Two males and three females were recruited as additional speakers. The recording 
was conducted as follows: The speaker was located in an audiometry booth with a 
microphone and a PC installed with our Danish HINT test software. The speaker 
would use the software to play one sentence and then repeat the sentence using the 
same intonation as the original speaker. This was done to ensure recordings of the 
same vocal quality. Each list was recorded in one take, but recorded twice to have two 
versions. All sentences were cut out into separate wave files, and the better of the two 
sentences was chosen. Each sentence was now time aligned to the original male 
recording by estimating the cross correlation against original recording and time 
shifting the new recording accordingly. Then, each sentence was level adjusted to 
have the same RMS value as the same original male sentence. 

Fig. 1: Example of the Competing Voices Test with two sentences played si-
multaneously in a pair and the cue (male/female speaker) as showed on a screen. 
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Test procedure 

Each CVT trial presented two sentences in pairs by selecting two different lists and 
randomizing the sentence order. Within each trial, all the included speaker pairs were 
presented in random order. In the separated (dichotic) cases, the target speaker was 
furthermore randomized to the left or right ear in order to make the test as 
unpredictable as possible for the listener. The task of the listener was to repeat the 
target sentence as cued by a sign on a PC monitor.  

The cue could be presented before playback (‘pre’) or after playback (‘post’). The pre 
cue corresponds to a classical target-masker scenario, whereas the post cue requires 
equal attention to both speakers, which we refer to as the ‘competing voices scenario’. 
This is illustrated in Fig. 1. 

Three cue types were tested: Audio, Text and Talker. The Audio cue is the word 
‘Tomato’ spoken by the target speaker, thus the listener must recognise that voice in 
the mixture and repeat that target sentence. The Text cue is showing the first or last 
word from the target sentence on a screen in front of the listener: With pre cue, it will 
be the first word and with post cue, the last word. The words score can then be 0-4. 
Finally, the Talker cue uses a male-female mixture and the screen is indicating male 
or female to identify the target sentence.  

Fourteen hearing-impaired listeners with moderate sloping hearing loss participated 
in the test; These are labelled Test Persons (TP) in the following.  

Spatial contrasts 

The sensitivity of the CVT was assessed by testing four spatial conditions: Sum 
(diotic), separate (dichotic), ideal binary mask (IBM) and ideal ratio mask (IRM). The 
ideal time-frequency masks were calculated by comparing the energy of the two clean 
signals in 125-Hz by 4-ms bins – as either binary masks (gain 0 or 1) or ratio masks 
(gain 0-1) (Naithani et al., 2017).  These masks were applied to the Sum signal to 
make an artificial separation, which was then presented dichotically. The ideal mask 
conditions were included to have a larger diversity of spatial conditions. 

Test design 

The overall test design thus consisted of the following experimental factors and levels: 

 Spatial Processing: Sum, Separate, IRM, IBM 
 Cuetype: Audio, Text, Talker 
 Cuetime: Pre, Post 
 Gender mix: Male-Female (MF), Male-Male (MM), Female-Female (FF). 
 14 test persons (TP). 

The first three conditions were rotated across test persons in a balanced Latin square 
order, while the gender mix was varied randomly, within a given 20-pair trial. The 
lists order across trials was randomized such that no lists were repeated in successive 
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trials. Finally, the sentence order within trials was randomized such that all sentences 
were used equally and that the initial or last words were different in the ‘Text’ cuetype. 

RESULTS 

The outcome measure from each sentence pair was a percent correct word score, based 
on five words (Audio cue, Talker cue) or four words (Text cue). It was then rau-
transformed to provide better ‘normal’ distribution of the data (Studebaker, 1985). 
The rau scores are practically equal to %-scores in the 10-90 range and extended 
beyond those limits to cover the range −18 to +118.  

All data were analysed using a mixed-model analysis of variance (ANOVA) with TP 
as a random factor and gender mix nested under cuetype (the Talker cuetype can only 
use the MF combinations). The ANOVA table is shown in Table 1 below.  

All main effects are significant and so are the two-way interactions spatial*cuetype, 
spatial*gender and the three-way interaction spatial*cuetype*gender. Regarding the 
random factor TP effects, the TP*cuetime interaction is significant. It is also 
interesting to note that there are no significant interactions between cuetime and the 
other fixed conditions; This means that the choice between ‘Pre’ and ‘Post’ cue may 
be used to set the overall performance in a future application of the CVT, if both cue 
timing options are considered valid use cases in the given application. 

 

 

Effect 
(Fixed/ 

Random) SS df MS Syn df Syn MS F p 

Intercept Fixed 3383251 1 3383251 12.84 6845.43 494.24 0.00 

spatial Fixed 40281 3 13427 46.52 360.58 37.24 0.00 

cuetype Fixed 102637 2 51318 29.31 330.72 155.17 0.00 

cuetime Fixed 57586 1 57586 16.83 543.51 105.95 0.00 

gender(cuetype) Fixed 22044 2 11022 659.00 288.49 38.21 0.00 

spatial*cuetype Fixed 15756 6 2626 659.00 288.49 9.10 0.00 

spatial*cuetime Fixed 635 3 212 659.00 288.49 0.73 0.53 

cuetype*cuetime Fixed 1574 2 787 659.00 288.49 2.73 0.07 

spatial*gender Fixed 7420 6 1237 659.00 288.49 4.29 0.00 

spatial*cuetype* 
gender 

Fixed 7018 6 1170 659.00 288.49 4.05 0.00 

TP Random 77667 13 5974 18.10 643.71 9.28 0.00 

TP*spatial Random 14395 39 369 659.00 288.49 1.28 0.12 

TP*cuetype Random 8677 26 334 659.00 288.49 1.16 0.27 

TP*cuetime Random 8048 13 619 659.00 288.49 2.15 0.01 

Error   190113 659 288         

 

Table 1: Summary of Analysis of Variance (ANOVA). Significant effects    
(p < 0.05) are shown in italics. 
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Figure 2 shows the combined effect of spatial and cuetype. The largest sensitivity to 
the spatial contrast is shown for the Text cuetype, with sum score at 58 rau and the 
three separated conditions around 85 rau, i.e., an effect of approx. 27 rau: the Tukey 
HSD post-hoc test is significant at p < 0.00002. A smaller, but significant, contrast of           
15 rau is shown for the Talker cue between Sum and Separate (Tukey HSD: p < 0.03). 
The Audio cuetype has no significant differences across the spatial conditions. 

The main effect of cuetiming is also significant with mean scores at 78 rau for Pre and 
60 rau for Post (not shown). Interestingly, the cue timing does not interact with any 
other factors than TP: Thus, cuetiming (Pre vs Post) could be used to shift the overall 
performance down in a given test, by altering the test paradigm from target-masker to 
competing voices dual attention. The only interaction with cuetiming is the TP 
interaction (not shown), indicating that different persons have different gains by going 
from Post to Pre, which can be explained by the added cognitive load for the Post 
timing. 

 

 

 

Fig. 2: The combined effect of Spatial and Cue type. The ‘Text’ cuetype 
shows the largest contrast between the spatial conditions. 
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Concerning the spatial modes, we find a large effect of 27 rau between Sum and the 
three other modes (p < 0.00002), and the ideal masks (IBM and IRM) are not 
significantly different from the perfect separation in Separate. The difference between 
Sum and Separate is 30 rau, which is a higher contrast than 22 rau obtained in a 
previous version of the CVT (Bramsløw et al., 2016b). 

Regarding gender mix, the test should ideally be insensitive to the gender mixes in 
order to have a free choice when designing new tests. These results are shown in      
Fig. 3. The Text cue shows no significant effect of gender mix, while the Audio cue 
shows a large, significant effect size going from 73 rau to 45 rau (Tukey HSD,                
p < 0.00003). The MM and FF (same gender) pairs have low scores, indicating that 
the two voices are easily confused when they are same gender, causing a high risk of 
missing what the target is. The Talker cue is robust as the Text cue, but logically only 
available for the male-female speaker pairs.  

 

 

 

Fig. 3: The combined effect of gender mix and cuetype.  
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CONCLUSIONS 

The CVT is now validated and may be used to evaluate signal processing algorithms 
such as noise reduction or speech separation algorithms. For the hearing-impaired 
listeners here we get scores between approx. 40 rau and 90 rau, which is in the middle 
between floor and ceiling. This should be compared to normal-hearing listeners, who 
score close to 100, i.e., close to ceiling (Bramsløw et al., 2014). In general, scores do 
not go far below 50 rau, which may be due to listeners choosing, e.g., one ear 
consistently, regardless of the cue, which results in a 50% chance level if the 
intelligibility of a previously chosen target voice is close to 100%. 

Among the three cue types Audio, Text and Talker, the Text cue was the most 
sensitive, providing a 30 rau contrast between Sum and Separate, compared to 
previously 22 rau (Bramsløw et al., 2016b). The Text cue is recommended for future 
applications. Regarding the cue timing, the choice between Pre and Post does not 
affect the sensitivity to the other experimental factors, so it may in future tests be 
chosen to keep the scores away from floor and ceiling. 

Regarding the test of ideal masks with the given time-frequency resolution, the two 
ideal masks, IRM and IBM are as good as the separated signals. Thus, the applied 
time-frequency masks are appropriate for testing of different mask-based speech 
separation algorithms.   

When using the CVT, reuse of the ten HINT lists is unavoidable, as each trial uses 
two lists. Therefore, learning will take place (Bramsløw et al., 2016a), and this needs 
to be addressed by proper balancing of the test conditions across listeners.  
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Differences in speech processing among elderly hearing-
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Eye-tracking and fMRI measurements 
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In contrast to the effects of hearing loss, the effects of hearing aid (HA) 
experience on speech-in-noise (SIN) processing are underexplored. Using an 
eye-tracking paradigm that allows determining how fast a participant can 
grasp the meaning of a sentence presented in noise together with two pictures 
that correctly or incorrectly depict the sentence meaning (the ‘processing 
time’), Habicht et al. (2016, 2017) found that inexperienced HA (iHA) users 
were slower than experienced HA (eHA) users, despite no differences in 
speech recognition. To examine the influence of HA use on SIN processing 
further, the eye-tracking paradigm was adapted for functional magnetic 
resonance imaging (fMRI) measurements. Groups of eHA (N = 13) and iHA 
(N = 14) users matched in terms of age, hearing loss and working memory 
capacity participated. As before, despite no difference in speech recognition, 
the iHA group had longer processing times than the eHA group. Furthermore, 
the iHA group showed more brain activation for SIN relative to noise-only 
stimuli in left precentral gyrus, cerebellum anterior lobe, superior temporal 
gyrus and right medial frontal gyrus compared to the eHA group. Together, 
these results support the idea that HA experience positively influences the 
ability to process SIN quickly and that it reduces the recruitment of brain 
regions outside the core speech-comprehension network. 

INTRODUCTION 

To investigate the effects of cognitive-linguistic processes on speech-in-noise (SIN) 
processing, Wendt et al. (2014) developed an eye-tracking paradigm for estimating 
how quickly a participant can grasp the meaning of an acoustic sentence-in-noise 
stimulus presented concurrently with two similar pictures, only one of which depicts 
the sentence meaning correctly (the ‘processing time’). Previously, Habicht et al. 
(2016, 2017) found that hearing-impaired (HI) listeners with HA experience had 
shorter processing times than HI listeners without HA experience, despite no 
differences in speech recognition performance or behavioral reaction times (i.e., 
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button presses). Based on a literature review, Peelle and Wingfield (2016) concluded 
that, to compensate for their hearing deficits, HI listeners recruit regions outside the 
core speech-processing network (comprising middle temporal and inferior frontal 
gyrus) in order to achieve speech comprehension. Up until now, however, it remains 
unclear how interventions for hearing impairment (e.g., hearing devices) affect the 
neuronal processes underlying SIN processing. 

The current study aimed to shed some light on how HA use may affect SIN processing 
abilities by investigating HA experience-related effects on brain activation. To 
confirm the previously observed difference in sentence processing times, we first 
made eye-tracking measurements with groups of experienced and inexperienced HA 
users. To explore differences in brain activation during speech comprehension among 
the two participant groups, we then performed functional magnetic resonance imaging 
(fMRI) measurements. For that purpose, we adapted the eye-tracking paradigm for 
measuring blood oxygenation level-dependent (BOLD) responses. Based on related 
literature findings, our hypotheses were as follows: 

1. The iHA group will have longer processing times than the eHA group. 
2. The iHA group will show more brain activation in areas outside the core 

speech-comprehension network compared to the eHA group. 

METHODS 

Participants 

Thirteen habitual HA users with at least one year of bilateral HA experience (eHA 
group) and 14 inexperienced HA users with no previous HA experience (iHA group) 
were recruited. Inclusion criteria were (1) age from 60 to 80 yr, (2) bilateral, sloping, 
sensorineural hearing loss in the range from 40 to 80 dB HL between 3 and 8 kHz, (3) 
self-reported normal or corrected-to-normal vision, and (4) no conditions that were 
contraindicative for fMRI measurements (e.g., a pacemaker). The two groups were 
matched closely in terms of age, pure-tone average hearing loss calculated across 0.5, 
1, 2 and 4 kHz and left and right ears (PTA), working memory capacity as measured 
using a reading span test (Carroll et al., 2015) and 80%-correct speech reception 
threshold (SRT80) performance (see Table 1). 
 

 eHA iHA 

N 13 14 

Age (yr) 68.8 (4.0) 68.8 (5.9) 

PTA (dB HL) 33.9 (7.4) 31.1 (7.1) 

RS (%-correct) 43.0 (11.7) 38.9 (14.2) 

SRT80 (dB SNR) 1.6 (1.0)  1.7 (1.0) 

 
Table 1: Means (and standard deviations) for age, PTA, reading span (RS), 
and SRT80 for the two groups of participants. 
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Speech-in-noise (SIN) stimuli 

For the acoustic stimuli, two sentence structures of the “Oldenburg corpus of 
Linguistically and Audiologically Controlled Sentences” (OLACS; Uslar et al., 2013) 
were used: (1) subject-verb-object sentences with a canonical word order and 
therefore ‘low’ linguistic complexity, and (2) object-verb-subject sentences with a 
non-canonical word order and therefore ‘high’ linguistic complexity (Table 2). In each 
sentence, there are two characters (e.g., a dragon and a panda), one of which (the 
subject) performs a given action with the other (the object). In the German language, 
the linguistic complexity of these sentences is determined by relatively subtle 
grammatical or acoustic cues, e.g., “Der müde Drache fesselt den großen Panda” 
(meaning: “The tired dragon ties up the big panda”; low complexity) vs. “Den müden 
Drachen fesselt der große Panda” (meaning: “The big panda ties up the tired dragon”; 
high complexity). The stimuli were presented via earphones at the individual SRT80. 
For the masker, stationary speech-shaped noise calibrated to a nominal sound pressure 
level of 65 dB was used. To ensure audibility, linear amplification in accordance with 
the “National Acoustic Laboratories-Revised” (NAL-R) prescription formula (Byrne 
et al., 2001) was applied using the Master Hearing Aid research platform (Grimm et 
al., 2006). 

 

 
Low 

Dernom müdenom Drache fesselt denacc großenacc Panda. 

Meaning: “The dragon ties up the panda.” 

 
High 

Denacc müdenacc Drachen fesselt dernom großenom Panda. 

Meaning: “The panda ties up the dragon.” 

 
Table 2: Examples of sentences from the “Oldenburg corpus of Linguistically 
and Audiologically Controlled Sentences” (Uslar et al., 2013) with two levels 
of linguistic complexity (low, high). In each case, the grammatically salient 
word endings and corresponding cases (nom = nominative; acc = accusative) 
are indicated, as are the English meanings. 

Eye-tracking measurements 

The sentence-in-noise stimuli were presented together with two similar pictures 
displayed on a monitor in front of the participants. The task of the participant was to 
identify the picture that matched the acoustic stimulus by pressing a button as fast as 
possible after the acoustic presentation. During the stimulus presentation, the eye 
movements of the participant were recorded. If a participant has understood the 
meaning of a sentence, (s)he will automatically start fixating the corresponding 
picture. In the following, the time elapsed for this to occur will be referred to as the 
processing time. 
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A total of four blocks were performed per participant. Within a block there were 30 
trials based on 15 sentences with low linguistic complexity and 15 sentences with high 
linguistic complexity, plus seven catch trials (see Habicht et al., 2016). The different 
blocks were presented in randomized order across the different participants. 

fMRI measurements 

For the fMRI measurements, the eye-tracking paradigm was adapted. The task of the 
participants was to identify the target picture by pressing a button on a button pad after 
the presentation of the acoustic stimulus. SIN stimuli with the two levels of linguistic 
complexity (SINlow, SINhigh) were presented together with the corresponding picture 
sets. In addition, a noise-only condition was included as baseline. In that case, only 
one picture of a given picture set was displayed, and the task of the participant was to 
identify the location of the picture (left or right) by pressing a corresponding button 
on the button pad. 

Using this approach, BOLD responses were measured for each participant and 
stimulus condition (SINlow, SINhigh, noise-only). Using the BOLD responses, different 
contrasts were made to investigate the main effects of stimulus type and linguistic 
complexity across all participants. The main effect of stimulus type was assessed by 
contrasting all SIN trials (SINlow, SINhigh) with all noise trials (SIN > noise). Based on 
previous studies, it was expected that the SIN stimuli would lead to more activation 
in frontotemporal areas including bilateral temporal cortex and left inferior frontal 
gyrus compared to noise-only stimuli (Adank, 2012; Lee et al., 2016; Rodd et al., 
2005). The main effect of linguistic complexity was assessed by contrasting the 
SINhigh and SINlow trials (SINhigh > SINlow). It was expected that high-complexity 
sentences would lead to more activation in frontal lobe (including left inferior frontal 
gyrus and middle frontal gyrus) compared to low-complexity sentences (e.g., 
Friederici et al., 2006; Lee et al., 2016; Peelle et al., 2009; Rodd et al., 2005). 
Additionally, the interaction between participant group and stimulus type was 
assessed by contrasting the SIN > noise contrast of the iHA group with the SIN > 
noise contrast of the eHA group (iHA > eHA for SIN > noise). It was expected that to 
achieve speech comprehension the iHA group would show more brain activation for 
the contrast SIN > noise in frontotemporal areas in comparison to the eHA group 
(Peelle and Wingfield et al., 2016; Sandmann et al., 2015). Furthermore, the 
interaction between participant group and linguistic complexity was assessed by 
contrasting the SINhigh > SINlow contrast of the iHA group with the SINhigh > SINlow 
contrast of the eHA group (iHA > eHA for SINhigh > SINlow). Based on previous eye-
tracking results (Habicht et al., 2016; 2017), it was expected that no group differences 
would be apparent. 

The fMRI data were recorded in one block of 150 trials. Specifically, there were 50 
trials per stimulus condition (SINlow, SINhigh, noise only). The trials from the three 
conditions were presented in randomized order. After the 150 trials, a structural image 
was acquired that served as an anatomical reference. 
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Test protocol 

All participants attended three visits. At the first visit, the SRT80 measurements were 
performed. In addition, event-related potential measurements were carried out for 
another study. At the second visit, the eye-tracking measurements took place. At the 
third visit, the fMRI measurements were carried out. The first and second visit took 2 
h each, while the third visit took 1 h.  

RESULTS 

Eye-tracking measurements 

On average, the eHA and iHA groups achieved 91.0%-correct (standard deviation: 
0.07%-correct) and 89.5%-correct (standard deviation: 0.08%-correct) picture 
recognition rates. An independent t- test revealed no significant difference in terms of 
picture recognition rates between the two groups (t25 = −0.5, p > 0.05). 

On average, the eHA and iHA groups had longer (poorer) processing times for the 
sentences with high linguistic complexity (means: 1182 and 1679 ms; standard 
deviations: 536 and 645 ms) than for the sentences with low linguistic complexity 
(means: 846 and 1132 ms; standard deviations: 211 and 480 ms). Furthermore, the 
iHA group had longer processing times than the eHA group (means: 1406 and 1014 
ms; standard deviations: 624 and 435 ms). To analyze these data further, we 
performed an analysis of variance with listener group as between-subject factor and 
linguistic complexity (low, high) as within-subject factor. Significant effects of 
listener group [F(1,25) = 5.5, p < 0.026, p

2 = 0.18] and linguistic complexity    
[F(1,25) = 21.0, p < 0.0001, p

2 = 0.46] were found, but no interaction (p > 0.05). 

fMRI measurements 

On average, the eHA and iHA groups achieved 88.5%-correct (standard deviation: 
10.4%-correct) and 84.1%-correct (standard deviation: 4.4%-correct) picture 
recognition rates. An independent t-test revealed no significant difference in terms of 
picture recognition rates between the two groups (t25 = −1.4, p > 0.05). 

Concerning the effect of stimulus type, the SIN stimuli led to more activation along 
bilateral superior temporal gyrus, frontal lobe (including left superior frontal gyrus, 
left inferior frontal gyrus, right middle frontal gyrus and left precentral gyrus) and 
bilateral middle occipital gyrus compared to the noise-only stimuli (T = 6.27, p < 0.05, 
family-wise-error (FWE) corrected). Figure 1A shows brain regions with increased 
activation from the SIN > noise contrast analysis. 

Concerning the effect of linguistic complexity, the SINhigh stimuli led to more 
activation in bilateral frontal gyrus (including inferior and middle frontal gyrus), left 
precuneus, right middle occipital gyrus and left temporal lobe (including middle 
temporal gyrus and superior temporal gyrus) compared to the SINlow stimuli (T = 3.43, 
p < 0.001, uncorrected). Figure 1B shows brain regions with increased activation from 
the SINhigh > SINlow contrast analysis.  
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Fig. 1: Sagittal (X), coronal (Y) and axial (Z) views at the location of the 
global t-value maxima (blue crosses). A: Main effect of stimulus type for 
BOLD contrast SIN > noise at (FWE-corrected p < 0.05). B: Main effect of 
linguistic complexity for BOLD contrast SINhigh > SINlow at (uncorrected p < 
0.001 in purple and uncorrected p < 0.005 in blue). 

 

 

 

Fig. 2: Sagittal (X), coronal (Y) and axial (Z) views at the location of the 
global t-value maxima (blue crosses). A: Interaction of listener group × 
stimulus type for BOLD contrast iHA > eHA and SIN > noise (uncorrected p 
< 0.001 in purple and uncorrected p < 0.005 in blue). B: Interaction of listener 
group × ling. complexity for BOLD contrast iHA > eHA and SINhigh > SINlow 

at (uncorrected p < 0.001 in purple and uncorrected p < 0.005 in blue). 
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Concerning the interaction between listener group and stimulus type, the iHA group 
showed more activation for the SIN > noise contrast in left precentral gyrus, left 
cerebellum anterior lobe, right medial frontal gyrus, and left superior temporal gyrus 
compared to the eHA group (T = 3.5, p < 0.001, uncorrected). Figure 2A shows brain 
regions with increased activation from the iHA > eHA (SIN > noise) contrast analysis.  

Concerning the interaction between listener group and linguistic complexity, no 
significant contrasts were observed. Figure 2B shows images from the iHA > eHA 
(SINhigh > SINlow) contrast analysis. 

SUMMARY AND CONCLUSIONS 

In the current study, a cross-sectional design was used to investigate the influence of 
HA experience on cognitive processes related to sentence comprehension in noise. 
Using the eye-tracking paradigm of Wendt et al. (2014), sentence-in-noise processing 
times were measured. Additionally, fMRI measurements were performed to measure 
brain activation patterns in response to SIN and noise-only stimuli. All SIN stimuli 
were presented at the individual SRT80 with individual NAL-R amplification to ensure 
audibility. The iHA participants had significantly longer processing times than 
participants matched in terms of age, PTA, working memory capacity and SRT80 with 
at least one year of bilateral HA experience. This is consistent with earlier findings 
and suggests poorer SIN processing due to untreated hearing loss. Regarding the fMRI 
measurements, sentences with high linguistic complexity activated additional brain 
areas in left frontal regions compared to sentences with low linguistic complexity, 
consistent with the literature. Furthermore, compared to the eHA group the iHA group 
showed more activation for SIN relative to noise-only stimuli in left precentral gyrus, 
left cerebellum anterior lobe, right medial frontal gyrus, and left superior temporal 
gyrus. This suggests that iHA users rely on additional cortical processing to 
compensate for their hearing deficits to achieve speech comprehension. Altogether, 
the current study thus confirms that HA experience leads to faster sentence-in-noise 
processing and also indicates that it reduces the recruitment of brain regions outside 
the core sentence-comprehension network. 
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Investigating the effects of noise-estimation errors in
simulated cochlear implant speech intelligibility
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A recent study suggested that the most important factor for obtaining
high speech intelligibility in noise with cochlear implant recipients is to
preserve the low-frequency amplitude modulations of speech across time
and frequency by, for example, minimizing the amount of noise in speech
gaps. In contrast, other studies have argued that the transients provide the
most information. Thus, the present study investigates the relative impact
of these two factors in the framework of noise reduction by systematically
correcting noise-estimation errors within speech segments, speech gaps, and
the transitions between them. Speech intelligibility in noise was measured
using a cochlear implant simulation tested on normal-hearing listeners. The
results suggest that minimizing noise in the speech gaps can substantially
improve intelligibility, especially in modulated noise. However, significantly
larger improvements were obtained when both the noise in the gaps was
minimized and the speech transients were preserved. These results imply
that the correct identification of the boundaries between speech segments and
speech gaps is the most important factor in maintaining high intelligibility
in cochlear implants. Knowing the boundaries will make it possible for
algorithms to both minimize the noise in the gaps and enhance the low-
frequency amplitude modulations.

INTRODUCTION

Hochberg et al. (1992) reported that cochlear implant (CI) recipients typically had
thresholds for speech reception in noise that were 10 to 25 dB poorer than normal-
hearing listeners. Since then, there has been extensive research in the development of
noise reduction algorithms and sound coding strategies in order to obtain an increased
robustness to noise. Within this effort, speech intelligibility improvements have been
demonstrated by applying both single-microphone noise reduction (e.g., Mauger et
al., 2012) and multi-microphone directional noise reduction (e.g., Hersbach et al.,
2013). In contrast, although many sound coding strategies have been proposed
over the last few decades, none have been able to consistently produce a measured
improvement in speech intelligibility in noisy environments over well-established
strategies like continuous interleaved sampling (CIS) and the Advanced Combination
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Encoder (ACETM, Cochlear Ltd., New South Wales, Australia). One potential reason
for this lack of success is that relatively little is known about how different kinds of
errors in CI stimulation specifically influence speech intelligibility outcomes.

In an effort to improve this understanding, Qazi et al. (2013) investigated the effects
of noise on electrical stimulation sequences and speech intelligibility in CI recipients.
They suggested that noise affects stimulation sequences in three primary ways: (1)
noise-related stimulation can fill the gaps between speech segments, (2) stimulation
levels during speech segments can become distorted, and (3) channels which are
dominated by noise can be selected for stimulation instead of channels which are
dominated by speech. In order to measure the effect of each of these, Qazi et
al. (2013) generated several artificial stimulation sequences, each of which contained
different combinations of these errors. They presented these artificial stimulation
sequences to CI recipients, as well as normal-hearing listeners with a vocoder, and
measured speech intelligibility. Their results indicated that the most important factor
for maintaining good speech intelligibility was the preservation of the low-frequency
(i.e., what they called “ON/OFF”) amplitude modulations of the clean speech by, for
example, minimizing the noise presented in speech gaps.

Koning and Wouters (2012), however, argued that it is the information encoded in
the transient parts of the speech signal that contributes most to speech intelligibility.
Accordingly, they demonstrated that enhancing speech onset cues alone improves
speech intelligibility in CI recipients (Koning and Wouters, 2016). By comparison,
Qazi et al. (2013) also inherently enhanced onset and offset cues in the conditions
where they removed noise in the gaps between speech, because they always identified
these segments via ideal onset and offset detection. Therefore, by removing noise
in the speech gaps in their experiment, they simultaneously enhanced the saliency of
the onsets and offsets. Qazi et al. (2013) did not, however, investigate the effect of
reducing noise in the gaps when the boundaries between the speech segments and
speech gaps were not perfectly aligned. Therefore, it is unclear how advantageous the
minimization of the noise in speech gaps is when it does not co-occur with accurate
onset and offset cues. Furthermore, the importance of the separation of these two
factors becomes clear when considering that realistic algorithms will not be able to
perfectly identify the boundaries between speech segments and speech gaps.

The main motivation of the present study was to systematically quantify the relative
impact of realistic noise-estimation errors occurring within speech segments, speech
gaps, and speech transients. Specifically, this study investigated these distortions
using a basic CI vocoder simulation tested with normal-hearing listeners, which
provides insight into the impact of the spectro-temporal degradation in isolation from
an impaired auditory system.

METHODS

A CI with an N-of-M strategy such as ACE encodes sound by first separating the input
signal into M channels and subsequently stimulating a subset of at most N channels
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at each frame l. In this study, speech was divided into 128-sample overlapping
frames, and then a Hann window and the short-time discrete Fourier Transform
(STFT) was applied with K = 128 points to obtain the time-frequency representation
of speech, X(k, l). The STFT magnitudes were then combined into M = 22 channels
using non-overlapping rectangular weights with spacing that matches Cochlear Ltd.’s
(New South Wales, Australia) sound processor in order to obtain the time-frequency
representation X(m, l), where m represents the channel index and l represents the
frame index. A new frame was calculated every 1 ms.

In the Qazi et al. (2013) study, sentences were divided temporally into speech
segments and speech gaps. Artificial sequences were then synthesized by copying
segments from the clean speech sequence and noisy speech sequence. In the
present study, sentences were instead divided into three temporal regions (i.e., speech
segments, speech gaps, and speech transitions). This protocol allows for the separation
of the reduction of noise in the speech gaps from the encoding of the transitions. In
order to do this segmentation, broadband channel activity, A(l) was defined for each
frame as the number of channels containing speech above a threshold:

A(l) =
M

∑
m=1

Tλ (X(m, l)) , (Eq. 1)

where the function Tλ (·) performs element-wise thresholding and returns a value of
one for elements that are above 25 dB sound pressure level (i.e., the default threshold
level in ACE). As in the Qazi et al. (2013) study, speech segment onsets were then
identified as frames in which A(l) = 0 and A(l + 1) > 0, and speech segment offsets
were defined as frames in which A(l) > 0 and A(l + 1) = 0. Speech segments with
A(l) ≤ 1 for the duration of the segment were dropped, and speech segments shorter
in duration than 20 ms that were close in time to another speech segment were merged
together. The merging prevented rapid switches between speech and non-speech
labels. Subsequently, a transition region was defined at each onset and offset as the 10
ms before and the 10 ms after, such that a region of 20 ms in duration was created at
the start and end of each speech segment. Finally, the remaining frames were labeled
as speech gaps. An example stimulation sequence for a clean sentence is shown in
Fig. 1(a), with the temporal regions indicated by the underlying shading. The 20-
ms duration for the transition region was heuristically chosen in order to ensure the
transition regions were long enough to be perceptible, but short enough to maintain a
segmentation that was still comparable to the segmentation in Qazi et al. (2013).

Whereas Qazi et al. (2013) primarily manipulated channel selection and current levels
within each temporal region in order to investigate the impact of noise-induced errors
in sound coding strategies, the present study manipulated the gains that are applied in
a preceding noise reduction stage in order to investigate the impact of noise-induced
errors in noise reduction algorithms. Therefore, instead of synthesizing stimulation
patterns from the clean and noisy speech, artificial gain matrices were synthesized
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Fig. 1: Electrodograms showing (a) stimulation levels above threshold for the
Danish sentence, Stuen skal nok blive hyggelig and (b-j) unthresholded levels
for the same sentence mixed with speech-weighted noise and then de-noised
using the indicated gain matrix. Speech segments, transitions, and gaps are
identified in (a) by the white, light gray, and dark gray shading, respectively.

from either the a priori local signal-to-noise ratios (SNRs) or from estimated SNRs
using a CI-optimized noise reduction algorithm (Mauger et al., 2012). An underlying
assumption in this study then is that a maxima selection strategy, such as ACE, will
stimulate the correct set of channels if it chooses channels from a representation that
has been sufficiently de-noised.

The following general signal model was thereby considered: Y (k, l) = X(k, l) +
D(k, l), with X(k, l) representing the clean speech, D(k, l) representing the noise
signal, and Y (k, l) representing the noisy speech signal. An estimate of the noise
spectrum D̂(k, l) was computed from the noisy signal Y (k, l) using the improved
minimum controlled recursive algorithm (Cohen, 2003). D̂(m, l) was then computed
using the same rectangular weights as were used for computing X(m, l) from X(k, l),
and a smoothed SNR estimate ξ̂ (m, l) was obtained using a CI-optimized smoothing

technique (Mauger et al., 2012). From ξ̂ (m, l), gains Ĝ(m, l) were obtained using the
CI-optimized gain function (Mauger et al., 2012),

Ĝ(m, l) =

(
ξ̂ (m, l)

ξ̂ (m, l)+2.92

)1.2

. (Eq. 2)

Additionally, the ideal gains G(m, l) were computed using the a priori instantaneous
signal-to-noise ratio ξ (m, l).

Artificial gain matrices were synthesized by concatenating segments from either
Ĝ(m, l) or G(m, l) for each of the three temporal regions. For example, to understand
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the impact of errors specifically in the speech gaps, gains from G(m, l) were applied
to the noisy signal Y (m, l) in all of the speech gaps, and gains from Ĝ(m, l) were
applied in all of the speech transitions and speech segments. This condition was named
GgĜtĜs to signify that the estimated gains were corrected in the speech gaps, but not in

the transitions and the speech segments. Accordingly, the condition ĜgGtĜs signifies
that the estimated gains were corrected in the speech transitions, and it follows that
the condition GgGtGs signifies that the estimated gains were corrected in all of the
temporal regions, which is equivalent to ideal Wiener processing with a CI-optimized
gain function.

The final stimulation sequence was computed by selecting the N = 8 channels with
the largest remaining energy. An acoustic signal was then constructed from the
stimulation sequence using a 22-channel noise vocoder. Figure 1(b) shows the
sequences for a noisy version of the sentence in Fig. 1(a), and Figs. 1(b-j) show
the sequences after de-noising with each type of gain matrix. A visual comparison
between Figs. 1(c) and 1(j) highlights the extent of the estimation errors in ĜgĜtĜs.
Subsequently, the remaining figures in the left column contain the stimulation patterns
for the conditions where just one of the temporal regions of the gain matrix have been
corrected. Lastly, the remaining plots in the right column each show the stimulation
patterns for the conditions where two of the temporal regions have been corrected.

Speech intelligibility was evaluated in six participants by obtaining speech reception
thresholds (SRTs) of sentences in noise via the Danish hearing in noise test (HINT)
(Nielsen and Dau, 2011). Through an adaptive procedure, HINT determines the
SNR at which the participants were able to understand 50% of the sentence material.
Testing was carried out in a double-walled booth, using equalized Sennheiser HD-650
circumaural headphones. Participants were at least 18 years of age, had audiometric
thresholds of less than or equal to 20 dB HL in both ears (125 Hz to 8 kHz), and
were native Danish speakers. All participants provided informed consent, and the
experiment was approved by the Science-Ethics Committee for the Capital Region of
Denmark (reference H-16036391). The participants were paid for their participation.

At the start of the session, participants first heard vocoded sentences in quiet and then
in noise to become familiar with the task. Testing subsequently commenced with
either stationary speech-weighted noise (Nielsen and Dau, 2011) or the International
Speech Test Signal (Holube et al., 2010) (i.e., a modulated noise that is speech-like but
unintelligible), and then testing proceeded with the other. The presentation order of the
noise types was counterbalanced across participants. There were eight noise reduction
conditions, and together with the reference, noisy condition (i.e., unity gains), there
were nine test conditions for each noise type. Two SRTs were collected per condition,
and the mean of the two was used for analysis. For two of the participants, only one
SRT was collected for a small subset of the test conditions, and therefore, these three
data points did not include test-retest averaging. None of these points were outliers.
Since the Danish HINT contains only ten lists, participants heard the first nine lists
multiple times, in a random order each time.
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Fig. 2: Speech reception threshold (SRT) improvements relative to the
reference noisy condition. Box plots show the 25th, 50th, and 75th percentiles,
together with whiskers that extend to extreme data points not considered
outliers. Outliers are marked with an asterisk. Letters correspond to
individual participants.

RESULTS

Figure 2 shows the improvement in SRT for each individual relative to their average
SRT in the reference noisy condition. Because normal-hearing listeners generally
do not benefit from single-microphone noise reduction algorithms (Hu and Loizou,
2007), it is not surprising that the CI-optimized noise reduction algorithm (i.e.,
ĜgĜtĜs) did not provide an SRT improvement, on average. Similarly, it is not
surprising that the average SRT improvement was around 25 dB when a priori
information about the local SNRs was used (i.e., GgGtGs), as this was the maximum
possible benefit given the constraints of the testing software.

Focusing first on the impact of errors in the speech gaps (i.e., GgĜtĜs versus ĜgĜtĜs),
SRTs tended to improve in the stationary noise, and substantially improved in the
modulated noise —though to varying degrees across participants— when the errors
in the gaps were removed. This result suggests that minimizing noise-dominated
stimulation in the speech gaps is an important factor for improving intelligibility,
which is in line with the conclusions in Qazi et al. (2013).

However, in comparison to correcting the errors in the speech gaps, correcting errors
in the speech segments (i.e., ĜgĜtGs) yielded, on average, a smaller SRT benefit,
especially with regard to the modulated noise type. In a similar manner, correcting
gain errors in the transition regions (i.e., ĜgGtĜs) yielded a relatively small SRT
benefit, particularly in the stationary noise. This result was unexpected, however,
given that the previous body of literature suggests that increased gain in transition
regions (e.g., Vandali, 2001), or specifically at the onsets (e.g., Koning and Wouters,
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2016), significantly improves speech intelligibility for CI recipients in both stationary
noise and in the presence of a competing talker. Thus, it is possible that CI listeners
rely more on these cues than normal-hearing listeners with a vocoder simulation.
Alternatively, it may be that the detrimental effect of the sudden changes in gains
in these stimuli were larger than the benefit of encoding the transitions correctly.

Despite the relatively small impact when only correcting gain errors in the transitions
alone, the combination of correcting errors in the transitions and correcting errors in
the gaps resulted in substantial improvements in SRTs. Furthermore, the benefit from
correcting gain errors in both of these regions is much larger than the sum of the
benefit from each in isolation. This result suggests that there is a strong interaction
between gain errors in speech gaps and gain errors in the transitions, which implies
that the potential benefit of minimizing stimulation from noise-dominated channels in
speech gaps largely depends on how accurately the boundaries between the gaps and
segments of speech are encoded.

CONCLUSION

Qazi et al. (2013) suggested that the most important factor for attaining high speech
intelligibility in noise with CI listeners is to preserve the low-frequency amplitude
modulations of speech across time and frequency in the stimulation patterns. In their
study, both CI recipients and normal-hearing listeners tested with a vocoder simulation
achieved the largest improvement in intelligibility when there was no stimulation in
the gaps between speech segments. In a realistic algorithm, however, the identification
of these regions will be imperfect, and the results from the current study suggest
that the benefit of attenuating noise-dominated stimulation presented in speech gaps
is largely diminished when the transitions between the speech and speech gaps are
distorted. Although some listeners in the current study obtained a very large benefit
in modulated noise with the minimization of gain errors in the gaps, even when
errors in the transitions remained present, their intelligibility improvement is likely
attributed to the fact that they could listen in the dips for salient onset cues. Since
CI recipients are typically less able to listen in the dips (Nelson et al., 2003), this
benefit is likely to be less pronounced in CI listeners. Therefore, removing stimulation
in the speech gaps may not itself be such a key component to improving speech
intelligibility in noise in CI listeners. Instead, a more effective goal may be to identify
the boundaries between the speech and gaps, so that, while minimizing the stimulation
of noise-dominated channels in the gaps, it will also be possible to deliver salient cues
related to the transients. These two components together seem to contribute the most
to understanding speech in noise, at least with normal-hearing listeners tested with
speech degraded by a vocoder simulation.
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This study investigated the contribution of interaural timing differences
(ITDs) in different frequency regions to binaural unmasking (BU) of speech.
Speech reception thresholds (SRTs) and binaural intelligibility level differ-
ences (BILDs) were measured in two-talker babble in 6 young normal-hearing
(NH) and 9 elderly hearing-impaired (HI) listeners with normal or close-
to-normal hearing at and below 1.5 kHz. Target sentences were presented
diotically, embedded in a stream of diotic or dichotic maskers. Both target
and masker sentences were split into frequency regions above and below 1.25
kHz. In the dichotic listening conditions, the maskers were lateralized to the
left side by introducing 0.68-ms ITDs in either the low-frequency band, the
high-frequency band, or both bands simultaneously. BILDs were found to
be similar in both listener groups when the ITDs were imposed on the low-
frequency band only. ITDs in the high-frequency band alone did not produce
any BILD in any of the groups. However, when ITDs were imposed in both
frequency bands, the NH listeners yielded significantly greater BILDs than
the HI listeners. The results suggest that, on a group level, HI listeners relied
solely on ITDs in the low-frequency band while NH listeners were able to
utilize envelope ITDs above 1.25 kHz to facilitate the BU of speech.

INTRODUCTION

Studies investigating the binaural unmasking (BU) of speech in noise have typically
found that binaural intelligibility level differences (BILDs) are determined by interau-
ral timing differences (ITDs) in the low-frequency domain (e.g., Levitt and Rabiner,
1967; Bronkhorst and Plomp, 1988; Edmonds and Culling, 2005) suggesting that ITD
cues related to temporal fine-structure (TFS) rather than the envelope (ENV) carry
critical information for the BU of speech. While hearing impaired (HI) listeners often
exhibit reduced TFS sensitivity, several studies (e.g., Neher et al., 2012; Santurette
and Dau, 2012; Lőcsei et al., 2016) have shown no or only a moderate correlation
between speech intelligibility scores in spatial settings and behavioural measures of
TFS ITD sensitivity. A possible explanation for the weak relationship between TFS
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ITD sensitivity and BILDs in various conditions can be that HI listeners utilize ITD
cues in the ENV of high-frequency channels.

Edmonds and Culling (2005) investigated how ITDs in isolated frequency bands
contributed to BILDs in young normal-hearing (NH) listeners. Their results indicated
that ITDs in the frequency regions both below and above 1.5 kHz provided some
masking release, but also that the full advantage was only achieved when ITDs were
present over the full spectrum. Therefore, it appears that NH listeners exploit ENV
ITDs at higher frequencies to aid speech perception.

In the current study, the contribution of TFS and ENV ITDs in different frequency
regions to BILD was evaluated in young NH and older HI listeners. BILDs were
measured in a speech-on-speech task. The target and the interferers were divided into
two independent low- and high-frequency regions, and ITDs were imposed on the
interferers in the low, high, or both frequency domains.

METHODS

Listeners

Six young NH (mean age: 24.2 years, standard deviation (SD): 2.2) and 9 older HI
(mean age: 69.6 years, SD: 5.5) participated in the study. For each listener, air-
conduction audiometric thresholds were measured at octave frequencies between 125
Hz and 8 kHz and between 750 Hz and 6 kHz. All NH listeners had thresholds below
25 dB HL at all measured frequencies. Most of the HI listeners had normal hearing
below 1.5 kHz, but a mild-to-moderate hearing loss at frequencies above 1.5 kHz. In
all listeners, the hearing thresholds between the ears differed by at most 15 dB at each
tested audiometric frequency. The average hearing thresholds for the HI listeners are
displayed in Table 1. All listeners provided written consent and received compensation
for their efforts. All but one listener were tested over a single visit lasting between two
and three hours. One NH listener was tested over two visits.

Audiometric thresholds averaged between the ears [dB HL] Pure-tone averages
ID Sex Age 125 250 500 750 1k 1.5k 2k 3k 4k 6k 8k PTAlow PTAhigh PTAoct
a f 58 5 0 2.5 2.5 2.5 -5 7.5 17.5 30 35 17.5 0.5 21.5 8.5
b f 66 12.5 7.5 7.5 10 10 5 10 10 25 25 40 8 22 12
c f 75 22.5 15 10 7.5 5 5 15 15 22.5 17.5 50 8.5 24 13.5
d m 68 20 12.5 10 7.5 7.5 5 5 22.5 32.5 37.5 67.5* 8.5 33 13.5
e f 72 10 5 10 7.5 5 15 22.5* 40 30 45 72.5 8.5 42 14.5
f f 67 17.5* 10 12.5 7.5 7.5 12.5* 35 50 55 52.5 50 10 48.5 24
g f 72 22.5 12.5 20 15 20 22.5* 22.5* 27.5 27.5 30 52.5 18 32 20.5
h m 76 15 12.5 20 20 15 25 25 45 57.5 52.5 67.5 18.5 49.5 26
i f 72 17.5 25 22.5 20 20 22.5 27.5* 37.5* 40 52.5* 65 22 44.5 27

Table 1: Gender, age, and audiometric thresholds (air-conduction, averaged
across both ears), and pure-tone averages of the HI listeners. Except for cases
marked by asterisks, the differences in audiometric thresholds between left
and right ears were less than or equal to 10 dB.
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Binaural temporal fine structure coding

The listeners’ sensitivity to binaural TFS information was assessed by measuring the
upper frequency limit at which listeners were able to detect an interaural phase shift of
180◦ (IPDfr) using the same 3-interval 3-alternative forced-choice paradigm as Lőcsei
et al. (2016). Reference and target intervals were presented at 30 dB sensation level
(SL) and contained 4 tone bursts presented diotically or alternated between the diotic
and dichotic presentation modes. The tone bursts were 300-ms long, gated with 50-ms
raised-cosine ramps and separated by 100-ms silent gaps. The intervals were separated
by 400-ms silent gaps. Six thresholds were evaluated for each listener, and the final
threshold was calculated as the geometric mean of the last 3 thresholds.

Speech intelligibility tests

Speech intelligibility was assessed using the open-set DAT corpus (Nielsen et al.,
2014). The “Dagmar” sentences were presented via headphones as target material
against a two-talker masker (TT), which consisted of sentence pairs spoken by the
two other talkers of the same corpus.

The target sentences were always presented diotically. In the reference condition,
the maskers were colocated with the target (TTco). In the remaining conditions, the
maskers were lateralized towards the right side by imposing a 0.68-ms timing delay in
the left channel. This delay was either imposed on the full spectrum (TTbb for “broad
band”), the low spectral region (TTlp, “low pass”), or the high spectral region (TThp,
“high pass”) of the maskers. In order to manipulate the ITD relations in low- and
high-frequency bands independently, low-pass and high-pass filtered versions of the
original maskers were created and the time delays were applied to the left-ear channel
in the corresponding frequency regions. The resulting low- and high-frequency time
signals were then added in each channel and presented to the listener. The cutoff
frequencies of the low-pass and high-pass filters were set to 1173 Hz and 1332 Hz,
respectively, corresponding to a 1 equivalent rectangular band (ERB) notch centered at
1.25 kHz between the low-pass filtered and high-pass filtered parts. Filter slopes were
greater than 500 dB/oct in both cases in order to prevent any interactions between the
two spectral regions.

In each condition, sentence correct SRTs were measured by varying the level of the
maskers in 2-dB steps. The initial signal-to-noise (SNR) ratio was set to 3 dB in the
TTco and to 0 dB in all the other conditions. When calculating the SRTs for each list,
the presentation levels of the maskers from the 5th to the hypothetical 21st sentence
were averaged and subtracted from the presentation level of the target. SRTs were
measured over 3 lists in each condition and the final SRT value for each condition was
calculated as the average of these, expressed in SNR. Overall, 12 lists were used in the
testing phase, and 3 additional lists in the training phase, two of which were presented
in the TTco condition and one in the TTbb condition.

The frequency range of the stimuli was restricted to between 100 Hz and 10 kHz.
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A 512 order finite impulse response filter was used to compensate for the frequency
response of the headphones, and to simulate the frequency response of the outer ear in
a diffuse-field listening scenario. This filter also compensated for the loss of stimulus
audibility based on the hearing thresholds of the individuals and the long-term average
spectrum of the target speech. The audibility criterion used was 15 dB at and below
3 kHz, which was reduced to 12 dB, 8 dB and 0 dB at 4, 6 and at 8 kHz and above.
The target sentences were presented at a nominal level of 65 dB sound pressure level
(SPL) “free field”. The presentation levels were limited to at most 94 dBA. If the
estimated level of a trial exceeded this level, it was scaled down in 2 dB steps to be
below this upper limit.

RESULTS

The results of the IPDfr experiments are shown in Fig. 1. Horizontal black lines
denote the group means and the white and gray boxes indicate ±1 SD of the NH
and HI listener groups, respectively. For analysis purposes, the thresholds were
log-transformed. The difference in average IPDfr thresholds between groups was
statistically significant [t(13) =−4.65, p < 0.001].
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Fig. 1: The upper frequency limit for detecting
a 180◦ interaural phase difference in the TFS
of a pure tone. The dark horizontal lines with
the white and gray boxes stand for the mean
and ±1 SD of the NH and HI listener groups,
respectively. Dots and letters denote individual
thresholds within the corresponding groups.

The lowest and highest thresholds in the HI group were 456 Hz and 1056 Hz, showing
a large spread of how the individual listeners performed. Within the HI group, neither
age nor PTAlow was correlated with the IPDfr thresholds. The HI listeners showed
similar binaural TFS processing abilities as the HI listeners tested in Lőcsei et al.
(2016).

Figure 2 shows the group means and standard deviations of the SRTs for the two
listener groups (NH: white boxes, HI: gray boxes) in the SI experiments. SRTs in the
TTbb and TTlp conditions were lower than in the TTco condition, indicating a masking
release when ITDs were imposed at least on the low-frequency part of the maskers. In
contrast, SRTs were similar in the TTco and TThp conditions for both listener groups.
For the NH listeners. SRTs were slightly higher in the TTlp condition than in the TTbb

condition. In contrast, HI listeners performed similarly in the two conditions.

The BILDs were calculated as the difference between SRTs in the TTco and all the
other conditions. The group means and standard deviations are shown in Fig. 3. Group
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Fig. 2: Speech reception thresholds of the NH and HI listeners in the
speech intelligibility tests. The target was always presented diotically. The
maskers were presented either diotically (TTco), or lateralized to the right
side in the low or high frequency domains (TTlp or TThp), or over the full
frequency domain (TTbb). The dark horizontal lines and the white and
gray boxes indicate for the mean and ±1 SD of the NH and HI listener
groups, respectively. Dots and letters denote individual thresholds within the
corresponding groups.

differences in BILDs were highest in the TTbb condition. Group differences were less
pronounced in the TTlp condition. HI listeners exhibited similar BILDs in the TTbb

and TTlp conditions.

A mixed-design ANOVA was conducted on the BILDs obtained in the TTbb and
TTlp conditions, with filtering as within-subject and listener group as between-subject
factors. The analysis revealed a significant main effect of filtering [F(1,13) = 5.647,
p = 0.034], listener group [F(1,13) = 14.95, p = 0.002], and interaction between
filtering and listener group [F(1,13) = 4.69, p = 0.0496]. For the NH listeners, there
was a trend towards larger BILDs in the TTbb than in the TTlp condition [paired t-test,
t(5) = 2.44, p= 0.058]. For both groups, BILDs in the TThp were not not significantly
different from 0 (one-sample t-tests, p > 0.05).

DISCUSSION

The results of the present study indicate that, for young NH listeners, frequencies
above 1.25 kHz can contribute to the BU of speech, which is consistent with the
findings of Edmonds and Culling (2005). Furthermore, it was found that young NH
listeners exhibited larger BILDs than older HI listeners when ITDs were imposed on
the whole frequency range. Both listener groups exhibited BU when the target and
the maskers were separated by ITDs only below 1.25 kHz, and the magnitude of the
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Fig. 3: Binaural intelligibility level differences of the NH and HI listeners
obtained in the speech intelligibility tests. Condition notations are the same
as in Fig. 2. The dark horizontal lines with the white/gray boxes show mean
BILDs and ±1 SD for the NH and HI listener groups, respectively.

BILDs was comparable in the two groups. When ITDs were imposed above, but not
below, 1.25 kHz, no BILD was observed. The results suggest that, both in young NH
and older HI listeners, BILDs are mainly facilitated in the low-frequency region of the
stimuli. This finding is consistent with the conclusions of earlier reports investigating
BU (e.g., Levitt and Rabiner, 1967; Bronkhorst and Plomp, 1988; Edmonds and
Culling, 2005). The contributions of ITDs at high frequencies to BILDs seem to be
negligible when presented in isolation. However, in contrast to the HI listeners, NH
listeners could utilize high-frequency ITD information to some degree to aid speech
understanding in the TTbb condition. For the NH listeners, the differences in BILDs
between the TTbb and TTlp were not statistically significant, likely due to the relatively
low number of listeners tested.

As the splitting frequency between the low- and high-frequency speech bands was
set to 1.25 kHz, it is possible that the NH listeners with the highest IPDfr thresholds
had some limited access to TFS information in the high-frequency band. This could
explain why the group differences in BILDs were greater in the TTbb than in the TTlp

condition. Edmonds and Culling (2005) utilized a similar paradigm in the presence
of brown noise or a single interfering talker, separating the low- and high-frequency
bands at either 750 Hz or 1.5 kHz. Their results showed that, for young NH listeners,
changing the splitting frequency did not affect BILDs elicited by the low-frequency
band or by both bands. Since they tested young NH listeners, it is likely that the
listeners’ access to TFS cues was drastically reduced when the cut-off frequency was
lowered from 1.5 kHz to 750 Hz; Yet, the BILDs in these two lateralized conditions
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remained similar. Therefore, it is unlikely that the differences in BILDs between the
NH and the HI groups were driven by the NH listeners’ ability to utilize TFS ITDs
above 1.25 kHz.

There are several possibilities why the HI listeners, compared to the NH group,
showed greater deficits in BILDs in the TTbb than in the TTlp condition. First, aging
has been associated with a general reduction in temporal coding abilities, degrading
TFS and ENV processing simultaneously (He et al., 2008; King et al., 2014). In terms
of ENV processing, aging has also been shown to affect performance both in monaural
tasks, like gap detection or amplitude modulation detection (Strouse et al., 1998; He et
al., 2008), and in binaural tasks like interaural phase discrimination (King et al., 2014).
Therefore, it is possible that, besides their impoverished binaural TFS coding ability,
the older HI listeners were less sensitive to ENV ITDs than the young NH listeners,
rendering the relatively small contribution of ITDs at high-frequencies ineffective.
In contrast, the reduced binaural TFS coding abilities might still have allowed for a
reasonable amount of binaural information to facilitate BILDs both in the TTbb and
TTlp conditions. As sensitivity to binaural temporal cues at higher frequencies was not
measured in the current study, it is unclear whether the older HI listeners indeed had a
reduced sensitivity to ENV ITDs. Second, the reduced sensation level at which the HI
listeners received the stimuli could also have affected the contribution of ENV ITDs
in the BILDs. Even though elevated hearing thresholds are not necessarily related to
greater-than-normal ENV ITD detection thresholds when stimuli are presented at a
fixed sensation level (King et al., 2014), thresholds tend to increase with decreasing
SL even for NH listeners (Lacher-Fougère and Demany, 2005). In the current study,
stimulus audibility was controlled by compensating for elevated hearing thresholds.
Nevertheless, the HI listeners generally received the speech stimuli at lower sensation
levels than the NH listeners, especially at higher frequencies where the audibility
criterion was gradually reduced. Thus, it is possible that, for the HI listeners, stimulus
audibility was not sufficient to contribute to BILDs. Finally, a combination of both
reduced temporal processing abilities and reduced stimulus audibility is also possible.
In any case, the data demonstrate that, in contrast to their NH peers, the HI listeners
could not utilize ITD cues above 1.25 kHz to facilitate BILDs.

CONCLUSIONS

BILDs were found to be similar for a group of young NH and older HI listeners when
elicited by ITDs below 1.25 kHz, despite the fact that the the latter group showed a
clear reduction in binaural TFS coding abilities. BILDs were slightly lower for the
HI group when triggered by ITDs over the full frequency range of the stimuli. When
ITDs were imposed above 1.25 kHz only, no BILDs were found in any of the groups.
Overall, the results suggest that, while the young NH listeners might have utilized both
TFS ITDs at low frequencies and ENV ITDs at high frequencies to facilitate BU, older
HI listeners relied exclusively on ITDs at the low frequencies. It still remains possible
that BILDs were affected by the sensitivity to ENV ITDs in the low frequency region.
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Spatial release from masking (SRM) elicited by interaural timing differences
(ITDs) only can be almost normal for listeners with symmetrical hearing loss.
This study investigated whether elderly hearing-impaired (HI) listeners still
achieve similar SRMs as young normal-hearing (NH) listeners, when SRMs
are elicited by small ITDs. Speech reception thresholds (SRTs) and SRM
due to ITDs were measured over headphones for 10 young NH and 10 older
HI listeners, who had normal or close-to-normal hearing below 1.5 kHz.
Diotic target sentences were presented in diotic or dichotic speech-shaped
noise or two-talker babble maskers. In the dichotic conditions, maskers were
lateralized by delaying the masker waveforms in the left headphone channel.
Multiple magnitudes of masker ITDs were tested in both noise conditions.
Although deficits were observed in speech perception abilities in speech-
shaped noise and two-talker babble in terms of SRTs, HI listeners could utilize
ITDs to a similar degree as NH listeners to facilitate the binaural unmasking
of speech. A slight difference was observed between the group means when
target and maskers were separated from each other by large ITDs, but not
when separated by small ITDs. Thus, HI listeners do not appear to require
larger ITDs than NH listeners do in order to receive a benefit from binaural
unmasking.

INTRODUCTION

If a target and maskers are separated in space, the intelligibility of the target typically
improves, a phenomenon termed spatial release from masking (SRM). While SRM
is mainly facilitated by better-ear listening, binaural unmasking (BU) can also play a
role. Several studies have found normal or close-to-normal binaural intelligibility level
difference (BILDs) in hearing-impaired (HI) listeners with symmetrical hearing loss
(Bronkhorst and Plomp, 1989; Strelcyk and Dau, 2009; Lőcsei et al., 2016). These
results are surprising given that HI listeners usually exhibit degraded temporal fine
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structure (TFS) processing. However, most studies that investigate BILDs in normal-
hearing (NH) and HI listeners use relatively large interaural time differences (ITDs).

In the present study, binaural intelligibility level differences (BILD) were measured
for speech stimuli embedded in noise and separated by either large or small ITDs
for a group of young NH listeners and older HI listeners in a series of headphone
experiments. The hypothesis was that deficits in BU abilities in HI listeners, as
measured by BILDs, should be more prominent when triggered by small ITDs than
by large ITDs. In addition to BILDs, TFS interaural phase difference (IPD) thresholds
were measured in pure-tone carriers over a range of frequencies. BILDs in the large
and small ITD conditions were compared between the listener groups and the resulting
IPD threshold profiles were contrasted with the size of BILDs in both cases.

METHODS

Participants

Ten young NH (20-27 years, mean: 23, standard deviation (SD): 2.31) and ten older
HI (50-76 years, mean: 66.9, SD: 7.48) listeners participated in the study (see Table 1).

Audiometric thresholds averaged between the ears [dB HL]

ID Sex Age 125 250 500 750 1k 1.5k 2k 3k 4k 6k 8k

a m 60 7.5 0 5 5 0 0 7.5 25 32.5 27.5 35+

b m 50 2.5 0 5 5 0 0 10 25 37.5 35 45

c m 67 22.5 15 7.5 2.5 2.5 0 2.5 22.5 30 32.5∗ 65

d f 65 7.5 2.5 5 10 10 7.5 7.5 12.5 22.5 32.5∗ 45

e f 72 10 5 7.5 5 7.5 15 22.5 40 32.5 52.5 67.5

f f 66 15 15 12.5 15 12.5 20 37.5* 50 45 50 65

g f 72 22.5 12.5 15 15 17.5 17.5∗ 20+ 25 27.5 35 52.5

h f 69 5 5 12.5 17.5 22.5 32.5 40 47.5 52.5 55 60

i m 76 15 12.5 20 20 15 25 25 45 57.5 52.5 67.5

j f 72 15 25 22.5 20 20 27.5 32.5 32.5 40 45 65

Table 1: Gender, age, and audiometric thresholds (air-conduction, averaged
across both ears) of the HI listeners. In some cases, differences in audiometric
thresholds between left and right ears were as large as 15 dB (∗) or 20 dB (+).
In all other cases, these differences were less than or equal to 10 dB.

Binaural fine structure processing

In the measurements assessing sensitivity to binaural TFS information, the task of
the listeners was to detect IPDs of pulsating pure-tones at different frequencies.
Thresholds were estimated using a 3-interval 3-alternative forced-choice paradigm.
Each interval contained a sequence of four 200-ms pure tones presented at the same
frequency, separated by 100-ms silent gaps. The gaps between presentation intervals
were 400 ms long. In the reference intervals, all of the tones were presented diotically.
In the target interval, the first and third tones were presented with zero IPD, and the
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second and fourth tones with a starting phase of −Δϕ
2 and

Δϕ
2 in the left and right

channels of the headphones, respectively, yielding a total IPD of Δϕ .

For each listener, the frequency range at which an IPD of 180◦ could be detected
(IPDfr) was measured first. Thereafter, IPD thresholds at fixed frequencies ranging
from 250 Hz up to IPDfr were measured in 250-Hz steps (IPDlf experiments).
Presentation levels were set to 30 dB sensation level (SL).

Speech perception in noise

Speech intelligibility was evaluated using the DAT corpus (Nielsen et al., 2014), both
in speech-shaped noise (SSN) and in an interfering two-talker background (TT). In the
SSN condition, the “Dagmar” sentences were used as target material, and the long-
term average spectrum of the noise was matched to that of the “Dagmar” sentences.
To avoid repeating any lists within the experiment, the “Asta” sentences were used
in the TT condition. In these cases, sentences spoken by the two other talkers were
applied as maskers. No spectral matching was applied between target and maskers in
the TT conditions. The SSN tokens were semi-randomly chosen from a pool of fifty
5-second noise samples, which were then truncated to match with the length of the
target sentence. The TT maskers started at the same time as the target but could end
earlier or later than the target. The target sentences were always presented diotically
while the maskers were delivered in one of the following lateralization settings: (1)
diotic presentation, colocated with the target (SSNco and TTco), (2) lateralized to the
side through large ITDs of 0.68 ms (SSNlrg and TTlrg), or (3) lateralized to the side
through small ITDs of 0.27 ms (SSNsm). SRTs were measured adaptively using 20
sentence lists. In the TTsm condition, instead of measuring SRTs at a fixed ITD, the
50% sentence-correct point was tracked as a function of ITD at a fixed SNR. The
SNR for this condition was set to 3 dB lower than each individuals’ SRT in the TTco

condition. Thus, TTsm tracks the ITD needed to achieve a BILD of 3 dB.

All stimuli were delivered via headphones. Audibility of the stimuli was restored by
applying individualized linear gains based on the individual listeners’ audiogram and
on the long-term average spectrum of the “Dagmar” sentences. The audibility criterion
was set to be 15 dB above the individual hearing thresholds for one-third octave bands
between 110 Hz and 3 kHz, which was reduced to 12, 8, and 0 dB at 4, 6, and 8 kHz.
Then, the target stimulus was scaled to a nominal level of 65 dB SPL when measured at
the eardrums of a HATS and mixed with the scaled maskers. The individualized gains
were applied to this mixture amplifying both target and maskers. These filters also
compensated for the headphone frequency response. Presentation levels were limited
to 94 dBA and if the estimated overall presentation level of a stimulus exceeded this,
it was downscaled in 2-dB steps.

RESULTS

The IPD thresholds measured at fixed frequencies are shown in Fig. 1 for both the
NH (dots) and HI (letters) listeners. The solid horizontal black lines denote the group
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means and the corresponding boxes represent ±1 SD. Significant differences were
confirmed between the log-transformed group means for IPD250 [t(18) =−2.79, p =
0.012]. Note, however, that in the IPDlf tests at frequencies at or above 750 Hz,
thresholds could not be measured for all of the HI listeners, biasing the group means
towards lower values than the true group average. This is also clearly reflected in
Fig. 2, which shows the results of the IPDfr experiment. Differences in group means
were significant for the IPDfr [t(18) = 5.67, p < 0.001] thresholds, and also for the
ITDmin thresholds [t(10.16) =−3.234, p < 0.009].
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Fig. 1: IPDlf thresholds for the NH (dots) and HI (letters) listener groups.
Black horizontal lines mark group means and the boxes denote ±1 SD of the
corresponding groups. The shading of the background is according to the
conditions with different carrier frequencies.

Fig. 2: Maximum frequency for detection of 180◦ IPD and minimum ITD
thresholds (ITDmin) of the NH (dots) and HI (letters) listeners. Black
horizontal lines mark group means and the boxes denote ±1 SD of the
corresponding groups. Note that the y-axis in the right panel is reversed, so
that data points located further towards the top of each panel represent better
performance.

Figure 3 shows the SRTs for the NH and the HI listeners obtained in the fixed-ITD
conditions. A mixed-design ANOVA was conducted on the SRT data for the SSNco,
SSNlrg, TTco and TTlrg conditions. The model contained the SRTs as the dependent
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variable, and used noise type (SSN or TT) and lateralization (co or lrg) as within-
subject factors and listener group (NH or HI) as between-subject factors. All main
effects and two-way interactions were significant.
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Fig. 3: SRTs in SSN and two-talker babble (TT) for NH (dots) and HI
(letters) listeners. Solid black horizontal lines indicate group means and the
boxes denote ±1 SD. The background shadings indicate condition groups
using the same type of background noise. In each condition the target was
presented diotically. The different test conditions are denoted on the x-
axis. Subscripts indicate the ITD configuration of the masker: co: diotic
presentation, colocated with the masker; sm: masker lateralized with a small
ITD (0.27 ms); lrg: masker lateralized with a large ITD (0.68 ms).

The measures characterizing BU of speech are plotted in Fig. 4. In the left panel, the
BILDs due to masker lateralization are plotted, which were calculated as the difference
in SRTs between the co and the sm or lrg conditions. The right panel indicates the
results obtained in the TTsm condition, which indicates the ITD needed to achieve a
BILD of 3 dB. In general, the NH listeners showed a slightly better performance than
the HI listeners in all conditions. For BILDs at fixed ITDs, a statistically significant
interaction between lateralization and listener group [F(1,18) = 8.81, p = 0.008] was
observed in the ANOVA model. Most listeners benefitted from masker lateralization
in all of the tested conditions. While BILDs were small in the SSNsm condition, they
increased as the ITD magnitudes of the maskers increased from 0.27 to 0.68 ms. The
benefit was greatest in the TTlrg condition, where it reached 5.4 dB and 3.8 dB for
the NH and HI listeners, respectively. It appears that NH listeners exhibited greater
BILDs in the conditions with fixed ITDs and a 3-dB BILD at smaller ITDs than the
HI listeners. However, independent t-tests on the BILD data indicated that the group
differences were only statistically significant in the TTlrg condition [t(18) = 3.03,
p = 0.007].

Pearson’s correlations were calculated between each of the four measures of BU and
the ITDmin or IPDfr results within the group of HI listeners. None of the correlations
were significant.
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Fig. 4: BILDs at fixed ITDs in SSN and two-talker babble (TT) and the ITD
threshold needed to yield a fixed 3-dB BILD in the TT noise (i.e., a 3-dB
decrease in SRTs as compared to the TTco condition). Solid horizontal black
lines and the boxes around denote group means and ±1 SD for the NH (dots)
and HI individuals (letters). Background shadings mark condition groups with
the same noise type. Note that the first 3 conditions to the left are expressed
in dB, while the last condition in ms. Condition notations are the same as in
Fig. 3.

DISCUSSION

In the present study, HI listeners exhibited poorer thresholds compared to NH listeners
for the binaural measures of TFS processing IPDfr, IPDlf and ITDmin. These results
are consistent with previous studies (Ross et al., 2007; Hopkins and Moore, 2011;
Neher et al., 2011; King et al., 2014).

In the speech experiments, both groups exhibited lower average SRTs in SSN than in
TT noise. Listeners in both groups showed a clear benefit when the maskers were
lateralized to the side, indicating the presence of an active BU mechanism. The
amount of BILDs differed slightly between the two groups, and this difference was
only statistically significant in the TTlrg condition. Therefore, the results obtained
in the TT conditions do not support the hypothesis that the HI listeners’ processing
deficits in BU are more pronounced when triggered by small rather than by large ITDs.
Rather, the deficits in the BU of speech manifested themselves mainly by reducing the
overall benefit HI listeners could achieve when target and maskers were separated
by large ITDs. Nonetheless, the SRTs obtained in the SSNlrg and TTlrg conditions
suggest the possibility that BILDs in the TTlrg condition were, at least partly, affected
by monaural deficits in temporal processing. The SRTs in the TT conditions were
different from those in the SSN conditions as the two maskers differ in the amount of
modulation and informational masking. While the NH listeners yielded similar SRTs
in the TTlrg and SSNlrg conditions, the HI listeners had about 2-dB higher SRTs in
the TTlrg condition than in the SSNlrg condition. However, informational masking
is substantially reduced when target and maskers are spatially separated (Arbogast et
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al., 2002). Therefore, the performance in the TTlrg condition can be assumed to be
limited by factors other than informational masking (c.f. Best et al., 2002). Several
studies have shown that HI listeners are more susceptible to modulation masking than
NH listeners, which manifests itself in less-than-normal fluctuating-masker benefit
when modulations are imposed on a stationary masker (Festen and Plomp, 1990;
Strelcyk and Dau, 2009). Therefore, it is possible that, compared to the NH listeners,
the HI listeners would have elevated thresholds in the TTlrg condition due to their
susceptibility to modulation masking, even if they had intact binaural processing
abilities. The extent to which such monaural factors might have contributed to the
reduced BILDs in the current study is nonetheless difficult to evaluate, as it is likely
that both informational and modulation masking are involved in the TTco and TTlrg

conditions.

The limitations of the experimental paradigm utilized in the TTsm condition deserve
some further attention. This condition assessed the sharpness of spatial tuning due to
BU by measuring the amount of ITDs by which target and maskers had to be separated
in order to give raise to a BILD of 3 dB. First, assuming that the magnitude of the
BILD monotonically increases with increasing ITD, this paradigm is only plausible if
one assumes that listeners can obtain a 3 dB benefit at the largest ITDs applied. While
this was clearly the case for the NH listeners, who showed a BILD of at least 3.7 dB,
and about 5.4 dB on average, three listeners from the HI group (listener a, c, and f )
had a BILD lower than 3 dB in the TTlrg condition. Theoretically, for these listeners,
the thresholds in the TTsm conditions should be greater than 0.68 ms. Thus, even
though these listeners had the greatest thresholds in the TTsm condition, their results
should be treated with caution. Furthermore, the average BILDs of the HI listeners in
the TTlrg condition was about 4 dB, while the thresholds in the TTsm condition were
assessed for a fixed BILD of 3 dB. This means that the differences in performance
criteria between these two conditions were relatively small. A possible modification
of the existing paradigm to alleviate these issues would be to use identical talkers for
the target and the maskers, which would likely increase the BILDs for all listeners.

CONCLUSIONS

HI listeners showed a reduction in binaural TFS coding abilities compared to NH
listeners, as reflected in a reduction of the IPDfr and an increase of the ITDmin

thresholds. Although deficits were observed in speech perception abilities in SSN and
two-talker babble in terms of SRTs, HI listeners could utilize ITDs to a similar degree
as NH listeners to facilitate the binaural unmasking of speech. A slight difference was
observed between the group means when target and maskers were separated from each
other by large ITDs, but not when separated by small ITDs. Therefore, HI listeners did
not experience greater difficulties in terms of reduced BILDs when spatial differences
between target and maskers were induced by small ITDs.
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Extending a computational model of auditory processing
towards speech intelligibility prediction
HELIA RELAÑO-IBORRA∗, JOHANNES ZAAR, AND TORSTEN DAU
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Denmark, Kgs. Lyngby, Denmark

A speech intelligibility model is presented based on the computational
auditory signal processing and perception model (CASP; Jepsen et al., 2008).
CASP has previously been shown to successfully predict psychoacoustic
data obtained in normal-hearing (NH) listeners in a wide range of listening
conditions. Moreover, CASP can be parametrized to account for data from
individual hearing-impaired listeners (Jepsen and Dau, 2011). In this study,
the CASP model was investigated as a predictor of speech intelligibility
measured in NH listeners in conditions of additive noise, phase jitter, spectral
subtraction and ideal binary mask processing.

INTRODUCTION

Computational models of the auditory system are a powerful tool to investigate
the ability of humans to hear, process and encode acoustic stimuli. These models
provide information about the mechanisms involved in the perception of acoustic
signals. Moreover, they can provide insights about the effects of hearing loss in the
impaired system. Recently, a model termed correlation-based speech-based Envelope
Power Spectrum Model (sEPSMcorr; Relaño-Iborra et al., 2016) was presented,
which employs the auditory processing of the multi-resolution speech-based Envelope
Power Spectrum Model (mr-sEPSM; Jørgensen et al.,2013) and combines it with the
correlation back end of the Short-Time Objective Intelligibility measure (STOI; Taal
et al., 2011). The sEPSMcorr was shown to accurately predict NH data for a broad
range of listening conditions, e.g., additive noise, phase jitter and ideal binary mask
processing. The main idea behind the sEPSMcorr is that the correlation between the
envelope representations of the clean speech and the degraded speech is a strong
predictor of intelligibility. However, recent studies have shown that the mr-sEPSM
preprocessing is limited with respect to predicting intelligibility data from hearing-
impaired (HI) listeners (Scheidiger et al., 2017). Specifically, while sensitivity loss
and loss of frequency selectivity can functionally be incorporated, the crucial level-
dependent effects and nonlinearities that are typically strongly affected by hearing loss
cannot be successfully simulated using this framework.

The finding from the Relaño-Iborra et al. (2016) study that the correlation between
the clean and degraded speech in the modulation power domain can be a reliable
predictor of intelligibility was further investigated here using a more realistic auditory
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preprocessing front end. In particular, the front end of the computational auditory
signal processing and perception model (CASP; Jepsen et al., 2008) was considered.
CASP has been shown to successfully predict psychoacoustic data of normal-hearing
(NH) listeners obtained in conditions of, e.g., spectral masking, amplitude-modulation
detection, and forward masking. Furthermore, the model can be adapted to account for
data obtained in individual HI listeners in different behavioural experiments (Jepsen
and Dau, 2011).

In this study, the CASP model was extended to investigate its potential use as a
predictor of speech intelligibility data. In order to adapt CASP to function as a
speech intelligibility prediction model, the speech-based CASP (sCASP) introduces
modifications in the model’s back-end processing and decision metric. The model was
validated as a predictor of intelligibility of Danish sentences measured in NH listeners
in conditions of additive noise, phase jitter, spectral subtraction and ideal binary mask
processing.

THE sCASP MODEL

General structure

The proposed sCASP implementation maintains most of the structure of the original
CASP model, albeit with some minor changes required due to the use of speech
stimuli. The model receives the unprocessed clean speech and the noisy or degraded
speech mixture as inputs (i.e., it has a-priori knowledge of the speech signal). Both
inputs are processed through outer- and middle-ear filtering, a nonlinear auditory
filterbank, envelope extraction, expansion, adaptation loops, a modulation filterbank,
and a second-order envelope extraction for modulation channels above 10 Hz. The
internal representations produced at the output of these stages are analyzed using a
correlation-based back end. Figure 1 shows a diagram of the main model stages.

Modelling of the auditory preprocessing

The first stage is an outer- and middle-ear filtering stage implemented as two finite
impulse response filters as in Lopez-Poveda and Meddis (2001); the output of this
stage can be related to the peak velocity of vibration at the stapes as a function of
frequency. Afterwards, the inputs pass through the dual-resonance nonlinear filterbank
(DRNL; Lopez-Poveda and Meddis, 2001). Within this auditory filterbank, the signals
are processed in two independent parallel paths, where the linear path applies a linear
gain, a cascade of gammatone filters and a lowpass filter, and the nonlinear path
applies a cascade of gammatone filters and a broken-stick nonlinearity followed by
another cascade of gammatone filters and a lowpass filter. The summed signal of the
two paths includes the effects of the nonlinear basilar-membrane processing, which
accounts for level-dependent compression and auditory-filter tuning. This is followed
by an envelope extraction stage, realized by half-wave rectification and second order
low-pass filtering ( fc = 1 kHz). The envelopes are then expanded quadratically into
an intensity-like representation. Afterwards, effects of adaptation are modelled using
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Fig. 1: Modelling stages of the speech-based CASP model.

a chain of five feedback loops (Dau et al., 1996). Finally, modulation processing is
included in the model using a bank of frequency-shifted first-order low-pass filters
(i.e, they act as band-pass filters) in parallel with a second-order low-pass filter.
For modulation filters centered below 10 Hz, the real part is considered, and for
modulation filters above 10 Hz, the absolute ouput is considered, in order to account
for decrease of a modulation phase sensitivity (Dau, 1996). For more details, reference
is made to Jepsen et al. (2008) and Jepsen and Dau (2011).

Back end and decision metric

The resulting three-dimensional internal representations (as a function of time, audio
frequency and modulation frequency) are analysed by cross-correlating the time
signals obtained in each combination of modulation and auditory channel. The cross-
correlation is performed in short time windows in a similar way as in the sEPSMcorr

model (Relaño-Iborra et al., 2016), with the window length defined by the inverse of

321



Helia Relaño-Iborra, Johannes Zaar, and Torsten Dau

the modulation frequency. In order to obtain a unique model output for each pair of
input signals, the correlation values are averaged across time, audio-frequency and
modulation channel. This differs from the calculation in the sEPSMcorr, since it does
not require the summation of correlation values across time windows (Relaño-Iborra
et al., 2016, Eq. 3) but instead averages the correlation values across time. The sCASP
back end also differs from the original CASP model, where (i) decisions are based on
the correlation of the normalized difference between the internal representation of the
masker plus a suprathreshold signal (considered as template) and that of the masker
alone (Dau et al., 1996) and (ii) no short-term processing is applied.

METHODS

Test conditions

The model was validated in four different listening conditions: speech in the presence
of additive interferers, noisy speech under reverberation, phase jitter and ideal binary
mask (IBM) processing. For the latter, the Dantale II corpus (Wagener et al., 2003)
was used, and for all other conditions the CLUE corpus was used (Nielsen and Dau,
2009).

Three additive noises were considered for the first experiment: (i) speech-shaped
noise (‘SSN’), (ii) an 8-Hz sinusoidally amplitude-modulated SSN with a modulation
depth of 1 (‘SAM’), and (iii) the speechlike but non-semantic, international speech
test signal (‘ISTS’; Holube et al., 2010). Signal-to-noise ratios (SNRs) ranging from
-27 to 3 dB with a step size of 3 dB were used. Model predictions were compared to
human data obtained under the same conditions by Jørgensen et al. (2013).

Phase jitter was applied to sentences mixed with SSN at a fixed SNR of 5 dB as
follows:

r(t) = Re{s(t)e jΘ(t)}= s(t)cos(Θ(t))) (Eq. 1)

where s(t) represents the non-processed mixture, r(t) the resulting jittered stimulus
and Θ(t) denotes a random process with a uniform probability distribution between
[0,2απ] with α ranging between 0 and 1 (Elhilali et al., 2003). The simulations were
compared to the data obtained in Chabot-Leclerc et al. (2014).

For the spectral subtraction experiment, the sentences were mixed with SSN at SNRs
from -9 to 9 dB, in 3 dB steps. Spectral subtraction was applied to each mixture
following:

Ŝ( f ) =
√

PY ( f )−κP̂N( f ) (Eq. 2)

where Ŝ is the enhanced magnitude spectrum of the noisy mixture after spectral

subtraction. P̂N and PY are the averaged power spectra of the noise alone and
the original speech-plus-noise mixture, respectively. Values for the over-subtraction
factor, κ , of 0, 0.5, 1, 2, 4, and 8 were considered. The simulations were compared
with data collected by Jørgensen and Dau (2011).
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Finally, IBMs where applied to two SNR mixtures(corresponding to 20% and 50%
understanding) of Dantale II sentences with four different interferers: SSN, car-cabin
noise (‘Car’), noise produced by bottles on a conveyor belt (‘Bottle’), and two people
speaking in a cafeteria (‘Café’). Different IBMs were built as follows:

IBM(t, f ) =

{
1 if SNR(t, f )> LC

0 otherwise
(Eq. 3)

where LC corresponds to the local criterion, which defines the density of the mask.
Eight different values of LC were considered, and discussed here in terms of the
relative criterion defined as RC = LC−RC as in the reference study of Kjems et al.
(2009).

Model fitting

The correlation-based output of the proposed model is monotonically related to the
SNR of the input mixture. In order to convert the model output to intelligibility scores,
a fitting condition is required. The transformation is performed by applying a logistic
function to the model outcome χ:

Φ(χ) =
100

1+ eaχ+b (Eq. 4)

where a and b are free parameters adjusted to map the model output to intelligibility
scores in the fitting condition. The model was calibrated twice in the present study,
once per speech material, using SSN at different SNRs. Thus, the mapping accounts
for the intelligibility of the speech material but implies no a-priori knowledge about
the degradations tested, other than the degradation induced by the SSN.

RESULTS AND DISCUSSION

Figure 2 shows the human data, in open squares, and the corresponding model
predictions, in gray circles, for the four conditions under consideration. The accuracy
of the model predictions was measured in terms of their Pearson’s correlation and
mean average error (MAE) with the human data.

The model can account for the changes in intelligibility reported by the listeners for
speech in the presence of different additive noises, as seen in panel (a), with ρ = 0.99
and MAE = 1.5 dB. Regarding the non-linear conditions, i.e., spectral subtraction,
phase jitter and IBM (panels b, c and d), the model can account fairly well for the data
with ρ = 0.78 and MAE = 1.2 dB, ρ = 0.96 and MAE = 8.5% and ρ = 0.78 and
MAE = 13%, respectively.
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Fig. 2: Panels (a) - (d) show human data (open squares) and model predictions
(gray circles) for conditions of speech in the presence of additive noise (a),
noisy speech with spectral substraction processing (b), noisy speech distorted
with phase jitter (c) and IBM-processed noisy speech (d). Human data from
Jørgensen et al. (2013), Jørgensen and Dau (2011), Chabot-Leclerc et al.
(2014) and Kjems et al. (2009), respectively.
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However, in the phase jitter condition (panel c), it can be observed that the model
exhibits some flooring effects, such that it does not predict intelligibility scores below
15% and underestimates the recovery of intelligibility reported by listeners for α =
0.75. This might be an indication of the need for an across-frequency analysis as
suggested by Chabot-Leclerc et al. (2014). Furthermore, although not shown here, the
sCASP model does not account for effects of reverberation on speech intelligibility (as
also reported for the sEPSMcorr).

Overall, these results are very similar to those reported in Relaño-Iborra et al. (2016)
(see Table 1), despite the changes both in the front-end and the back-end processing. It
thus appears that the pre-processing of CASP, which includes an adaptation stage that
emphasizes the higher-frequency envelope content, does not require the accumulation
process used in the sEPSMcorr back end in order to replicate its performance (i.e.,
a linear average of the correlation values across time windows suffices). Still, the
main finding of Relaño-Iborra et al. (2016) holds, namely that the correlation in the
modulation domain can account for speech intelligibility.

sCASP sEPSMcorr

ρ MAE ρ MAE

Additive Interferers 0.99 1.5 dB 0.97 1.85 dB

Spectral Subtraction 0.78 1.2 dB 0.82 0.6 dB

Phase Jitter 0.96 8.5% 0.97 19.0%

Ideal Binary Mask Processing 0.78 13% 0.79 12.1 %

Table 1: Comparison of the accuracy of the predictions for the proposed
sCASP model and the referenced sEPSMcorr (Relaño-Iborra et al., 2016). ρ
denotes the Pearson’s correlation between human data and model predictions
and MAE stands for mean average error.

CONCLUSION

The sCASP model shows promising results in terms of predicting NH intelligibility
in a wide range of listening conditions. Combined with the original CASP model’s
ability to account for individual HI psychoacoustic data, this provides a strong basis
for a framework investigating consequences of hearing loss on speech intelligibility.
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Effects of non-stationary noise on consonant identification 
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Consonant perception has typically been measured using consonant-vowel 
(CV) syllables presented in a stationary noise masker at various signal-to-
noise ratios (SNRs). Recently, a microscopic speech perception model was
proposed (Zaar and Dau, 2017) and shown to account well for consonant
perception data obtained in stationary noise. However, unlike stationary
noise, real-life interfering sounds typically exhibit strong fluctuations. The
present study therefore investigated the effects of highly non-stationary noise
on consonant perception and assessed the predictive power of the model in
such conditions. Normal-hearing listeners were presented with 15 Danish
CVs in 5-Hz interrupted noise at SNRs of −20, −10, 0, and 10 dB. Five
different CV onset times with respect to the noise bursts were considered,
differing in the amount of induced simultaneous and forward masking. As
expected, the consonant recognition scores were inversely related to the
amount of simultaneous masking. However, even with minimum
simultaneous masking, a substantial loss of consonant recognition was
observed at low SNRs, suggesting a forward masking effect. The model,
which employs adaptive processes in the front end, accounted for these
experimental data to a large extent. The experimental paradigm and the model
may be useful for assessing temporal effects of hearing-aid algorithms on
consonant perception.

INTRODUCTION 

Speech perception has often been measured using sentences as target signals, thus 
typically providing listeners with context and lexical information that can be exploited 
to compensate for the sparse acoustic information available in acoustically adverse 
conditions. To exclude such effects of high-level linguistic processing and, instead, 
focus solely on the relationship between the available acoustic cues and the speech 
percept, consonant perception has been measured, typically using consonant-vowel 
combinations (CVs, e.g., /ta, ba/) at various signal-to-noise ratios (SNRs) in stationary 
noise (e.g., Miller and Nicely, 1955; Phatak and Allen, 2007; Zaar and Dau, 2015). 
The resulting consonant recognition and confusion data are useful for investigating 
the characteristics and confusability of consonant cues. Furthermore, consonant 
perception tests have been shown to be particularly useful for assessing hearing-aid 
processing due to the consonants’ short-term and high-frequency characteristics (e.g., 
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Schmitt et al., 2016). Zaar and Dau (2017) proposed a microscopic speech perception 
model to account for consonant perception data, which combines an auditory 
processing front end proposed by Dau et al. (1997) with a correlation-based, 
temporally dynamic template-matching back end. The model was shown to account 
well for the effects of stationary noise (Zaar and Dau, 2017) as well as for spectral 
effects of hearing-instrument signal processing (Zaar et al., 2017) on consonant 
recognition and confusions.  

In contrast to the stationary masking noise employed in the above-mentioned 
consonant perception studies, real-life interfering sounds are typically highly non-
stationary. While stationary noise introduces only simultaneous masking, non-
stationary noise may additionally lead to forward and backward masking of consonant 
cues. As fine temporal differences presumably play an important role in this context, 
perceptual effects induced by non-stationary interferers may be particularly useful for 
evaluating the temporal effects of hearing-aid processing. In the present study, the 
effect of highly non-stationary noise on consonant identification was measured in 
normal-hearing (NH) listeners. Special attention was paid to the temporal positioning 
of the considered CV speech tokens relative to the noise envelope’s minima and 
maxima. Furthermore, the predictive power of the microscopic speech perception 
model by Zaar and Dau (2017) was evaluated for non-stationary interferers based on 
the experimental stimuli and the collected data. 

EXPERIMENTAL METHOD 

Stimuli 

The target speech consisted of fifteen consonant-vowel (CV) tokens: /bi, di, fi, gi, hi, 
ji, ki, li, mi, ni, pi, si, ʃi, ti, vi/ spoken by one male and one female talker (thirty 
utterances in total). The speech tokens were a subset of the ones employed in a 
previous study (Zaar and Dau, 2015) and were selected based on maximum 
intelligibility in stationary noise. The noise was composed of five 100-ms long bursts 
with 1-ms raised-cosine ramps, separated by 100-ms silent gaps (corresponding to a 
5-Hz repetition rate). White noise was chosen as a carrier in order to maximize 
masking of high-frequency consonants. The presentation level was 65 dB SPL, 
defined as the level of the noise bursts. Thirty noise waveforms (one per CV utterance) 
were pre-generated and stored as .wav-files. Each utterance was always presented in 
combination with the same noise recording. This was done in order to limit the across-
repetition variability due to the random fluctuations in the Gaussian noise carrier, 
whilst preventing noise-learning effects that could occur if only one noise-waveform 
was used for all utterances (cf.  Zaar and Dau 2015). The speech tokens were mixed 
with the fixed-level noise at four presentation levels: 45, 55, 65, and 75 dB SPL, 
corresponding to broadband SNRs of -20, -10, 0, and 10 dB. The onsets of the CV 
tokens were positioned at five different onset times relative to the noise: 400, 450, 
500, 525, and 550 ms after the initial noise onset, as shown in Fig. 1. To investigate 
whether the speech tokens per se were sufficiently intelligible at the considered speech 
levels, two additional conditions with speech in quiet at presentation levels of 45 and 
65 dB SPL (termed Q65 and Q45) were considered. 
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Fig. 1: Stimulus generation. Example of the CV /ki/ (black waveforms) in 5-
Hz interrupted noise (gray waveforms) for the five considered CV onset 
times, as indicated above the respective waveforms. 

Listeners and procedure 

Twelve young NH native Danish listeners aged 19-26 (average age: 21.7 years) were 
tested. The normal-hearing status was established based on pure-tone thresholds lower 
than 20 dB HL in the 250 – 8000 Hz range. The listeners were seated in a sound-
attenuating listening booth, monaurally presented with the stimuli via headphones, 
and asked to indicate the consonant they heard on a graphical user interface. The 
stimulus presentation could not be repeated and no feedback was provided to the 
listeners. Six different experimental blocks were defined based on the two quiet 
conditions and four SNRs (order: Q65, Q45, SNR = 10, 0, −10, −20 dB). A short 
training run was provided at the beginning of each block. Within each block, the order 
of presentation was randomized. In each condition, each stimulus was presented to 
the listeners five times. 

MODELING 

Model description 

The consonant perception model of Zaar and Dau (2017) was considered to predict 
the perceptual data obtained in the experiment. Figure 2 shows the model, which 
combines the auditory model front end of Dau et al. (1997) with a temporally dynamic 
correlation-based back end. The auditory model consists of (i) a bank of 15 fourth-
order gammatone filters with center frequencies logarithmically spaced between     
315 Hz and 8 kHz, (ii) an envelope extraction stage (realized by half-wave 
rectification and lowpass filtering at 1 kHz), (iii) a chain of five adaptation loops 
(designed to mimic adaptive properties of the auditory periphery), and (iv) a bank of 
four modulation filters, implemented as a 2-Hz lowpass filter in parallel with three 
second-order bandpass filters with a Q-factor of 1 and center frequencies of 4, 8, and 
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16 Hz, respectively. For a given noisy speech signal, the temporal pattern of the noise 
alone (after the preprocessing stages) is subtracted from the corresponding temporal 
pattern of the noisy speech. The resulting model representations of the test signal 
( ) and of a set of templates ( , , …, ) are then aligned in time using a 
dynamic time warping (DTW) algorithm. Finally, the cross-correlation coefficients 
between the time-aligned test-signal representation ( ) and the time-aligned 
template representations ( , , …, ) are calculated and, after adding a constant-
variance internal noise to limit the model’s resolution, converted to response 
percentages.  

 

Fig. 2: Scheme of the considered microscopic speech perception model (from 
Zaar and Dau, 2017). 

Simulation procedure 

The experimental stimuli employed in the noise conditions were fed to the model as 
test signals. The templates were created by mixing the fifteen available CV tokens 
from the test-signal talker with randomly generated interrupted noise, using the same 
speech level and CV onset time as in the test signal. The “correct” template contained 
the same speech token as the test signal, whereas the noise signals differed. Randomly 
generated interrupted noise was considered as “noise alone”. This is different from 
Zaar and Dau (2017), where the noise waveform in the test signals and templates was 
identical to the “noise alone”, and was modified here to simulate potential 
informational contributions of the noise (i.e., noise bursts being mistaken for 
consonant cues). Five templates were generated for each speech token, SNR, and CV 
onset time, each using a different randomly generated interrupted noise waveform. 
The test signals and templates were passed through the model front end; only the 
consonant portions of the resulting internal representations, i.e., the portions of the 
CV tokens between consonant onset and vowel onset, were further considered in the 
back end. Whereas Zaar and Dau (2017) had considered the entire CV tokens, this 
modification was necessary here to prevent the model from being influenced by the 
task-irrelevant vowel portions, in particular when positioned in a noise gap. After 
obtaining the correlation coefficients between the internal representations of each test 
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signal and the corresponding templates, the internal noise was added. Consistent with 
Zaar and Dau (2017), the variance of the internal noise was 0.05 and was held constant 
across the considered conditions. The model response for each iteration was defined 
as the template showing the largest correlation with the test signal.  

RESULTS AND ANALYSIS 

Experimental results 

The measured consonant recognition scores were averaged across consonants and 
talkers. Figure 3 shows the recognition scores in terms of the mean and standard 
deviations across listeners as a function of speech level for the considered conditions. 
It can be observed that consonant recognition was at ceiling for the speech tokens 
presented in quiet (crosses), both for presentation levels of 45 and 65 dB SPL, albeit 
with a larger standard deviation at 45 dB SPL. Thus, it can be concluded that (i) the 
speech tokens were perfectly identifiable in quiet and (ii) that audibility was sufficient 
even at the lowest speech level considered. A two-tailed paired-sample t-test 
confirmed the latter observation, indicating no significant effect of presentation level 
in quiet (p = 0.143). 

The remaining symbols in Fig. 3 depict the recognition scores obtained for the CVs 
mixed with the fixed-level interrupted noise according to the different CV onset times 
(cf. Fig. 1). As expected, consonant recognition generally decreased with decreasing 
speech level. Moreover, a clear effect of CV onset time can be observed. Specifically, 
the earliest CV onset time of 400 ms resulted in the lowest recognition scores (circles) 
and increasing CV onset times generally induced increasing recognition scores. 
However, this trend did not persist for the CV onset time of 550 ms (upward facing 
triangles), which induced lower recognition scores than the CV onset time of 525 ms 
(downward facing triangles). Furthermore, the recognition scores obtained for CV 
onset times of 500 ms and 525 ms were almost identical at the two lowest speech 
levels. Most of the reduction in recognition scores can be attributed to the degree that 
the consonant cues were simultaneously masked: As some consonant cues last up to 
around 100 ms, simultaneous masking was – depending on the CV onset time – 
induced by the third (CV onset times of 400 and 450 ms; circles and squares) or the 
fourth (CV onset times of 525 and 550 ms; upward and downward facing triangles) 
noise burst (cf. Fig. 1). Nonetheless, an effect of forward masking was clearly also 
present, as the recognition scores obtained in the condition with the least amount of 
simultaneous masking (CV onset time of 500 ms; diamonds) were much lower than 
in quiet (crosses) and somewhat lower than in the conditions with more simultaneous 
masking (CV onset time of 525 and 550 ms; downward and upward facing triangles, 
respectively). Two-tailed paired-sample t-test comparing all ten combinations of the 
five CV onset-time conditions were conducted after collapsing the recognition scores 
across speech level. In accordance with the previous observations, the results 
indicated highly significant (p < 0.0001) differences between all conditions except 
between CV onset times of 500 and 550 ms (p = 0.568). The latter two conditions did, 
however, exhibit highly significant (p < 0.0001) differences at a speech level of 65 dB 
SPL. 
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Fig. 3: Average consonant recognition scores as a function of speech level. 
The crosses represent the quiet conditions. The other symbols represent the 
different noise conditions, as indicated by the CV onset times in the legend. 
The noise level was 65 dB SPL. The error bars depict the standard deviation 
across listeners. A slight horizontal jitter was applied for visual clarity. 

Model predictions 

The predicted recognition scores obtained for the experimental stimuli in the noise 
conditions are depicted in the left panel of Fig. 4. Comparing these predictions with 
the data shown in Fig. 3, it can be observed that the model predictions were generally 
similar to the measured data as (i) the recognition scores globally decreased with 
decreasing speech level and (ii) the loss of consonant recognition was proportional to 
the amount of simultaneous masking. However, the model did not predict the extent 
of consonant recognition loss induced by the predominantly forward-masking based 
condition (CV onset time of 500 ms; diamonds), i.e., the effect of forward masking 
was smaller in the model than measured in listeners. Accordingly, the mean average 
error between predicted and measured recognition scores was relatively large for the 
CV onset time of 500 ms (15.8%) and much smaller for the remaining conditions 
(4.8% on average). Nonetheless, the recognition scores shown in Figs. 3 and 4 (left 
panel) were overall strongly correlated (Pearson’s r of 0.94), as can be seen in the 
scatter plot presented in the right panel of Fig. 4. 

So far, only average consonant recognition scores have been considered. However, 
different consonants are typically very differently affected by the masking noise (cf. 
Zaar and Dau, 2015). To investigate whether the model predicted the trends across 
consonants correctly, the measured and predicted consonant-specific recognition 
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scores were averaged across speech levels and their Pearson’s correlation across 
consonants was computed. Consistent with the model predictions reported for 
stationary-noise conditions (Zaar and Dau, 2017), the correlations were large                 
(r > 0.75) and highly significant (p < 0.001) for all considered conditions except for 
the CV onset time of 500 ms, for which, nonetheless, significant correlation was found 
(r = 0.5, p < 0.05). 
 

 

 
Fig. 4: Left panel: Model predictions of average consonant recognition scores 
as a function of speech level, corresponding to Fig. 3. Right panel: Model 
predictions of average consonant recognition scores (shown in the left panel) 
as a function of their measured counterparts (shown in Fig. 3). 

DISCUSSION AND OUTLOOK 

The perceptual effects measured in the present study suggest that consonant 
perception in non-stationary noise strongly depends on the position of the consonant 
cue relative to the noise envelope’s minima and maxima and thus on the amount of 
simultaneous masking. This is consistent with the well-established observation that 
listeners make use of “glimpses” of the target speech in fluctuating interferers (e.g., 
Cooke, 2006). However, since the present study considered CVs as target signals, the 
experimental paradigm revealed more detailed effects, including a clear effect of 
forward masking. Thus, the paradigm may be useful for revealing temporal effects of 
hearing-aid processing, as demonstrated in a related study by Kowalewski et al. 
(2017), which applied the paradigm to investigate the effects of slow- vs. fast-acting 
compression in hearing-impaired listeners. While only consonant recognition has 
been discussed here, an additional analysis of the consonant confusions in the data 
may reveal the interaction between noise and speech tokens in more detail. For 
instance, it is possible that the noise bursts acted not only as a masker but were even 
mistaken for consonant cues, thus adding an informational component. It needs to be 
further investigated, however, whether the detailed effects measured with the 
considered nonsense speech tokens and artificial interrupted noise also play a role in 
more realistic conditions.  
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The model predictions obtained in the present study show that the large predictive 
power of the model, which had previously been demonstrated in conditions of 
stationary noise (Zaar and Dau, 2017) and spectral aspects of hearing-instrument 
processing (Zaar et al., 2017), also extends to conditions of non-stationary noise. Only 
consonant recognition was considered here and it needs to be investigated whether the 
model also can account for consonant confusions in the data. Despite the overall 
accurate predictions, the model was found to be not sensitive enough to the effects of 
forward masking. While the underlying auditory model (Dau et al., 1997) contains an 
adaptation stage and does account for “classical” forward-masking data (for 
narrowband signals), the present speech-based configuration does not seem to fully 
capture the reported forward-masking effects measured with speech signals. Thus, it 
may be useful to adapt the model such that it better accounts for this aspect of the data, 
for instance by modifying the time constants in the adaptation loops or integrating a 
simulation of the cochlear nonlinearities. Overall, the model may be useful as a tool 
for analysing temporal effects of hearing-aid processing, in particular when combined 
with simulations of individual hearing loss. 
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Linked pairs of hearing aids offer various possibilities for directional 
processing providing adjustable trade-off between improving signal-to-noise 
ratio and preserving binaural listening. The benefit depends on the processing 
scheme, the acoustic scenario, and the listener’s ability to exploit binaural 
cues. Neher et al. (2017) investigated candidacy for different bilateral 
processing schemes for 20 elderly listeners with symmetric and 19 age 
matched listeners with asymmetric hearing thresholds below 2 kHz. The 
acoustic scenarios consisted of a frontal target talker presented against two 
intelligible or unintelligible speech maskers from ±60° azimuth. In this study, 
the speech reception threshold (SRT) data were compared to predictions of 
the binaural speech intelligibility model (BSIM; Beutelmann et al., 2010), 
which was used to model pure better-ear-glimpsing as well as additional 
binaural unmasking. The speech intelligibility index (SII), which served as 
backend of BSIM, was calibrated to an individual reference value at the SRT 
for each listener. This reference value mirrors the amount of acoustical 
information needed by the listener to achieve the SRT and correlated with the 
listeners’ ability to process temporal fine structure. BSIM revealed a benefit 
due to binaural processing in well-performing listeners when processing 
provided low-frequency interaural timing cues. 

INTRODUCTION  

Due to wireless across-device links, bilateral processing schemes have become 
applicable in commercial hearing aids (HA). This allows improving the signal-to-
noise-ratio (SNR) by exploiting interaural differences between target speech and 
interferers. This mimics the human binaural auditory system that is known to exploit 
interaural differences for binaural release from masking. Some bilateral processing 
schemes sacrifice interaural differences for the sake of SNR improvement. However, 
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for the individual listener with impaired hearing it is unclear in advance if binaural 
release from masking provided externally by bilateral HA processing is beneficial or 
if the listener is able to achieve the same benefit using his or her own binaural 
processing. The latter has the advantage that binaural cues are preserved, enabling 
more natural listening including localisation and source separation. Neher et al. (2017) 
investigated the suitability of different bilateral directional processing schemes for 
listeners with hearing impairment and for both intelligible and unintelligible speech 
maskers. As the hearing loss of all listeners was compensated for by providing 
amplification in accordance with the NAL-R prescription rule, supra-threshold (e.g., 
binaural) processing played a major role.  

Neher et al. used the binaural intelligibility level difference (BILD) for assessing the 
listeners’ binaural processing abilities for speech in noise. The BILD is defined as the 
difference between two speech reception threshold (SRT) measurements obtained for 
a speech source located at 0° azimuth in presence of a noise source located at 90° (or 
−90°) azimuth. For the first SRT only the ear which benefits from the head shadow is 
used, for the second SRT both ears are used which enables binaural processing. Neher 
et al. found that listeners with BILDs larger than about 2 dB showed a larger benefit 
from preserved binaural cues at low frequencies compared to greater SNR 
improvement achieved by the beamforming algorithms used in their study. The 
opposite was true for listeners with smaller BILDs. Audiometric asymmetry reduced 
the influence of binaural hearing only slightly. Furthermore detection performance of 
an interaurally phase inverted 500-Hz sinusoid in interaurally coherent noise (N0Sπ) 
was an effective predictor of the benefit from preserved low-frequency binaural cues. 

In this study, the data of Neher et al. (2017) were reanalysed using the binaural speech 
intelligibility model (BSIM) of Beutelmann et al. (2010), which combines the 
equalization-cancellation (EC) process (Durlach, 1963) as a model of the effective 
binaural processing with the speech intelligibility index (SII; ANSI, 1997) to predict 
binaural speech intelligibility in different acoustic scenarios. This model also 
considers the individual hearing status by taking the audiogram into consideration. 
BSIM can be used to analyse the relative contribution of binaural processing and 
better-ear-glimpsing (i.e., using in each frequency channel and each time frame the 
ear with the better SNR; Brungart and Iyer, 2013) on the predicted SRTs. Therefore, 
it can also be used to investigate whether or not individual listeners rely mainly on 
their better-ear to understand speech and to which extent they benefit from their own 
binaural processing. Furthermore it is evaluated if BSIM is able to predict the 
correlations to BILD and binaural masking level difference (BMLD) found by Neher 
et al. (2017). 

The main research questions of this study were: (1) Is BSIM applicable to intelligible 
and unintelligible speech maskers? (2) Does binaural processing play a role in aided 
patients or does better-ear-glimpsing explain most of the benefit in spatial listening 
conditions? (3) Is BSIM able to separate the benefit due to processing of interaural 
differences of temporal fine structure from the benefit due to better-ear-glimpsing? 
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METHOD  

Data 

The data described in Neher et al. (2017) were used. Twenty elderly listeners (age: 
63-80 years) with symmetric hearing thresholds (PTA4: 52 dB HL) and 19 elderly 
listeners (age: 62-80 years) with asymmetric hearing thresholds (PTA4: 53 dB HL) 
below 2 kHz took part in the experiment. Listeners were matched for age, hearing 
loss, and selective attention. Furthermore the listeners were split into a group with 
high BILD and a group with low BILD in this study.  

The aided SRTs were measured using the Oldenburg sentence test (OLSA; Wagener 
et al., 1999) with a frontal target talker and two speech maskers located at ±60° 
azimuth. To create the spatial arrangement of target and interfering signal, the signals 
were convolved with head related impulse responses (HRIRs; Kayser et al., 2009), 
recorded with the microphones of two behind-the-ear (BTE) hearing aid dummies, 
which were equipped to a head-and-torso simulator. 

The first masker with high informational masking (IM) consisted of Oldenburg 
sentences uttered by another male talker. The second masker with low IM was 
generated by transforming the unintelligible international speech test signal (ISTS; 
Holube et al., 2010) to male pitch and vocal track length. 

Bilateral directional processing simulating a linked pair of completely occluding BTE 
HAs was applied. The processing schemes differed in the trade-off between SNR 
improvement and binaural cue preservation. Scheme “pinna” simulated the directivity 
of the human pinna without any bilateral processing. Scheme “beamfull” simulated a 
bilateral beamformer steered towards the frontal direction which sacrificed all 
interaural cues to improve the SNR.  

Binaural speech intelligibility model (BSIM)  

The BSIM of Beutelmann et al. (2010) is shown in Fig. 1. It uses a gammatone 
filterbank with 30 frequency channels ranging from 143 to 8346 Hz to separate the 
input signals into different frequency bands. The individual hearing loss is considered 
after peripheral filtering by adding uncorrelated noises to the left and right ear to the 
interfering noise. In each band, an independent EC process according to Durlach 
(1963) is performed. Durlach’s model assumes that the left and right ear signals are 
subtracted after an equalization of interaural level and time differences. As such, this 
approach implicitly requires an analysis of the temporal fine structure in the auditory 
system. Normally distributed internal processing errors are assumed, which limit the 
EC processing to be performed effectively at frequencies below 1500 Hz; At higher 
frequencies BSIM effectively performs better-ear-glimpsing. 

The final step in the BSIM framework is the transformation of the SII value to an SRT 
value. This transformation belongs to the SII concept (ANSI, 1997) and defines the 
SII value representing the amount of acoustical information (expressed in the form of 
a frequency-weighted SNR) which is required to understand 50% of the speech, i.e., 
to reach the SRT. This SII reference is dependent on the speech material. The model’s 
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processing is performed in 23-ms time frames, and the final SRT is calculated by 
averaging the short-time SRTs across time, which takes into account that the used 
speech maskers fluctuate over time. To test the hypothesis that better-ear-glimpsing 
alone can explain the binaural benefit, BSIM was used both in “better-ear-glimpsing 
only” mode and in equalization-cancellation (EC) mode, respectively. In the first 
mode, in each 23-ms time frame and each auditory frequency band the SNR from the 
better ear was used for intelligibility prediction. In the EC mode, BSIM additionally in-
corporates interaural processing of the left and right ear signals according to the EC model. 

An extension of BSIM incorporating individual internal processing errors derived 
from individual BMLD measurements was introduced by Hauth et al. (2017). Neher 
et al. (2017) measured BMLDs at 500 and 1000 Hz. The possible improvement of the 
individualized internal processing errors was evaluated by comparing the original 
BSIM (see Figs. 2 to 4) with the extended BSIM (see Fig. 5). 

 

 
 

Fig. 1: Binaural Speech Intelligibility Model (BSIM) according to 
Beutelmann et al. (2010). 

RESULTS AND DISCUSSION 

A first analysis showed that the SII reference varied strongly across listeners. First, a 
fixed SII criterion was chosen to predict SRTs. This approach successfully predicted 
the effect of the audiogram on SRTs in hearing-impaired listeners (Beutelmann et al., 
2010). However, the stimuli analyzed in this study were amplified according to the 
audiogram (NAL-R) and audibility played a minor role. As a consequence, using a 
fixed SII criterion did not successfully predict the individual SRT in this study. 
Instead, it can be assumed that the observed variability of SRTs is mainly caused by 
supra-threshold and cognitive processing differences of the individual listeners. In 
order to test this hypothesis, one individual SII reference was fitted for each listener 
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Fig. 2: Individual SII values (y-axis) for unintelligible speech maskers at the 
individual SRT (x-axis) for the diotic (“beamfull”) algorithm. These SII 
values were used as individual SII references in the following predictions. 

 
for the diotic situation (“beamfull” algorithm) and the unintelligible speech masker (low 
IM) and it was evaluated how BSIM using this individual SII reference is able to predict 
the SRTs for the other HA algorithms and for the unintelligible speech masker. Note that 
the algorithm used for fitting the SII reference does not provide any binaural cues and can 
thus be regarded as diotic (despite the compensation of hearing loss according to NAL-R 
which differed across ears). Consequently, the individual SII reference is independent of 
the listener’s binaural processing. In Fig. 2, the resulting SII references for the different 
listeners are shown on the y-axis with the corresponding measured SRT on the x-axis.  

Note that the individual SII reference value correlates with both the symmetry of the 
hearing loss and the the BILD. The lowest SII values were obtained for listeners with 
symmetric hearing loss and large BILDs. Slightly higher SII values were obtained for 
listeners with symmetric hearing losses and small BILDs. Listeners with asymmetric 
hearing losses showed higher SII values and a larger spread of these values across 
listeners compared to listeners with symmetric hearing losses. Note that the BILD is a 
binaural measure whereas the SRTs analyzed here were obtained with diotic stimuli. 
However, the BILD requires intact processing of temporal fine structure and was found 
to be correlated to monaural temporal fine structure sensitivity (Neher et al., 2017).  

Figure 3 shows BSIM predictions for the unintelligible speech masker (low IM) assuming 
only better-ear-glimpsing (left panel) or additional EC processing (right panel). The 
“pinna” algorithm was used here, meaning that binaural cues were available to the 
listeners. The diagonal line corresponds to perfect match between predicted and measured 
data; Points below the diagonal line represent underestimated SRTs and points above the 
diagonal overestimated SRTs. The left panel shows that using only better-ear-glimpsing 
results in an overestimation of the obtained SRTs. If the EC mechanism is applied, the 
predicted SRTs decrease by 1-2 dB, leading to a somewhat better aggreement with the 
perceptual data. 
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Fig. 3: The left panel shows predicted SRTs (y-axis) vs. measured SRTs (x-
axis) for the unintelligible speech maskers (low IM) and the “pinna” condition 
(full binaural information available) for the case of better-ear-glimpsing only 
(no binaural interaction). The right panel shows corresponding predictions 
with EC processing included in the BSIM. 

 

 
 

Fig. 4: Identical display as shown in Figu. 3 for the intelligible speech 
maskers (high IM). 

 

Figure 4 shows BSIM predictions for the intelligible speech maskers (high IM). The 
left panel shows SRTs predicted using better-ear-glimpsing, the right panel shows 
SRTs predicted using both EC processing and better-ear-glimpsing. The predicted 
SRTs were mostly underestimated, which can be explained by the stronger IM of the 
intelligible speech maskers (which consisted of the same types of sentences as the 
target speech). This is not taken into account by BSIM as the SII was calibrated to the 
unintelligible speech maskers. Especially SRTs obtained at higher SNRs were 
underestimated for both better-ear-glimpsing only and better-ear-glimpsing plus EC.  
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Fig. 5: Predictions obtained with extended BSIM incorporating individual 
binaural processing errors estimated from BMLDs measured at 500 Hz and 
1000 Hz. The left panel shows results for the speech maskers with low IM 
and the right panel shows results for the speech maskers with high IM. 

 

Figure 4 (high IM) shows that for several listeners with low BILD (open symbols) the 
observed SRT for the intelligible masker is much higher (worse) than predicted which 
is not the case for the unintelligible masker as shown in Fig. 3 (low IM). This suggests 
that the additional IM of the intelligible masker is more detrimental to these listeners 
than it is for listeners with large BILDs. Note that Neher et al. (2017) showed a 
significant correlation of BILDs with temporal fine structure sensitivity which might 
be relevant in scenarios with high IM, where target and interferer can better be 
separated, for instance, using pitch information.  

Figure 5 shows predictions of the extended BSIM (Hauth et al., 2017) incorporating 
individualized binaural processing errors estimated from BMLDs measured at 500 
and 1000 Hz for characterizing supra-threshold binaural processing deficits. In 
general, larger processing errors were found compared to normal-hearing data. As a 
consequence, the predicted benefit from binaural processing is reduced, with better-
ear-glimpsing defining the upper bound. 

The additional individualization of binaural processing errors led to only slight 
improvement of the predictions. But based on the findings from Neher et al. (2017) it 
can be assumed that both SII and EC individualization mirror supra-thresholds 
processing deficits in temporal fine structure and are, therefore, highly correlated. 

CONCLUSIONS 

BSIM is applicable to speech maskers. This was achieved by calibrating the SII back-
end of BSIM to a diotic condition comprising an unintelligible speech masker 
individually for each listener. This took into account that different listeners required 
different amounts of acoustical information (as quantified by the SII) to reach the SRT 
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in a diotic condition. Using this “monaural” individualization, significant correlations 
between predictions and observations were achieved for an intelligible masker as well as 
for bilateral processing schemes that also included binaural processing by the listeners.  

BSIM predicted a benefit due to ‘true’ binaural processing for aided listeners with 
impaired hearing. 

Virtually no improvement of prediction accuracy was achieved, when additionally to 
monaural individualization the binaural processing errors in BSIM were 
individualized based on BMLDs measured at 500 and 1000 Hz. This might be due to 
the fact that the BMLDs were also correlated to the diotic SRTs, so that the binaural 
individualization did not add information. 
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The proportion of the population with acquired hearing loss is increasing
worldwide. Specific types of hearing loss require the treatment with hearing
implants. Cochlear implants and bone conduction hearing implants are two
examples. The present contribution is a prospect of the underlying project
in its early stadium. The project addresses new methods and technologies
that improve spatial hearing with such implants. The methods are adjusted
specifically for both types of hearing implants. For cochlear implants bio-
inspired signal processing methods are applied. For bone conduction implants
new working principles for mechanical stimulation based on piezoelectric
transducers are investigated. To evaluate the developments perceptional
experiments are conducted, which investigate spatial hearing and speech
intelligibility with normal-hearing and hearing-impaired persons. For this
purpose a virtual listening environment is applied to synthesize different room
acoustics, source positions, audio signals, and acoustic scenes with different
complexity. Cochlear implants and a custom-made bone conduction device
are used as playback systems. The bone conduction device generates the
mechanical input and transmits mechanical oscillations via the temporal bone
to the cochlea. Listening tests assess speech intelligibility with spatially
distributed background noise and localization abilities.

INTRODUCTION AND MOTIVATION

Due to extensive research in the field of cochlear implants (CI) and bone conduction
hearing implants (BCI), significant improvements have been achieved for hearing-
impaired patients in the last decades. The range of indications for these implants
is constantly extending because of diverse continuance of system developments.
However, as hearing cannot be fully restored by such implants, hearing implant users
are faced several challenges in everyday situations. For example, a reduced or missing
capability to localize sound objects leads to reduced speech intelligibility in noisy
situations.

We aim to contribute to the development of novel technologies for hearing implants
and new methods for improved spatial hearing. The methods are evaluated, validated

*Corresponding author: stephan.werner@tu-ilmenau.de



Anja Chilian, Maria Gadyuchko, András Kátai, Florian Klein, Thomas Sattel, et al.

and in particular adjusted for the two types of hearing implants, CI and BCI. In case of
CI research, we work on improvements of a biologically inspired speech processing
strategy, which will be evaluated in tests with bilaterally implanted CI users. In
the field of BCI, our aim is to investigate piezoelectric transducers for mechanical
stimulation. For listening tests with normal-hearing persons a custom-made device for
bilateral percutaneous bone conduction will be used. Furthermore, a virtual listening
environment is created to synthesize different room acoustics, source positions, audio
signals, and acoustic scenes with different complexity. Cochlear implants and the
head-mounted bone conduction hearing device are used as playback systems.

bone
conduction

implant

Bio -
inspired

CI strategy

Investigations on spatial hearing and
speech intelligibility

Clinical
support

Methods and technologies for
hearing devices

Bone conduction implantsCochlear implants
Mechatronics group

Electronic Media Technology group

Piezoelectric

Fig. 1: Composition of the research group: The four upper boxes show the
expertise of each institution. The three boxes at the bottom stand for the three
main goals of the project.

A schematic overview of our research group and our aims is given in Fig. 1. In a
first step, methods and technologies for both CI and BCI are developed. Secondly,
investigations on spatial hearing and speech intelligibility are performed for both
types of hearing implants under the supervision of clinicians. Finally, the analysis
of listening tests data is the base for further improvements of the two hearing device
technologies.

COCHLEAR IMPLANT STRATEGIES

One factor influencing performance of CI users is the signal processing algorithm (also
called CI strategy), which translates acoustic signals into electrical stimuli. Common
CI strategies usually rely on linear filter banks and therefore mimic the processes of
normal hearing only to a limited extent. As a result, CI users usually reach good
speech intelligibility in quiet, but have deficits in noisy environments and music
perception. Moreover, various studies show that spatial hearing is very limited, due to
inadequate transmission of temporal fine structure in current CI strategies (Ching et
al., 2017; Wilson et al., 2003).
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To improve CI user performance, we developed a novel bio-inspired CI strategy
called Stimulation based on Auditory Modeling (SAM, Harczos et al., 2013a). It
is based on a model of the human peripheral auditory system. By closer mimicking
the normal human cochlea, a more natural hearing impression should be achieved. A
pilot study demonstrated the potential of SAM for improvements in hearing perception
(Harczos et al., 2013b). Furthermore, simulations showed possible advantages of
SAM regarding sound source localization (Harczos et al., 2011).

For further enhancements of the new bio-inspired strategy, SAM will be adapted for
bilateral usage. The aim is to investigate main characteristics of the SAM strategy for
spatial hearing and speech intelligibility to optimize signal processing in respect to
computational effort and perceived quality. For this purpose, the processing stages of
SAM (shown in Fig. 2) will be modified and preprocessing algorithms for improved
spatial hearing will be included into the strategy.

Audio
signal

Auditory model

Outer and 
middle ear 

filter

Nonlinear 
mechanical 

filtering

Mechano-
electrical 

transduction
Stimulus coder

Modified stimulus 
selection

Electrical 
stimuli

Fig. 2: Processing stages of the novel bio-inspired CI strategy SAM
(Stimulation based on Auditory Modeling).

BONE CONDUCTION TECHNOLOGY

In today’s bone conduction (BC) hearing devices, like BAHA® or BONEBRIDGE™,
electromagnetic transducers are commonly used for exciting bone vibrations. Due to
the bandpass characteristic of their electro-magneto-mechanical impedance between
output force and input voltage current devices are limited to BC-excitation frequencies
less than 7 kHz. This restricts the intelligibility of fricatives and spatial hearing.
Moreover, the functional principle leads to an electromechanical resonance in the
auditory frequency range, which requires electronic compensation. An idea to
avoid such disadvantages is the use of piezoelectric transducers. The principle of
operation is based on a clamping mechanism instead of using the principle of inertia.
Electromechanical resonances in the auditory frequency range can thus be avoided.
The proposed concept is illustrated in Fig. 3. The long-term objective is to investigate
possibilities and limitations of the use of piezoelectric transducers as implantable
actuators. These should be embedded in the mastoid completely under the skin.

We will study the transmission characteristic of piezoelectric transducers and compare
it with data of their electromagnetic counterparts. Since there are no subjects with
implanted piezoelectric actuators, listening tests are carried out with normal hearing
listeners using a custom-made device for bilateral percutaneous bone conduction.
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Fig. 3: Basic principle of implanted piezoelectric transducers for bone
conduction.

We designed and built the device to produce comparable and reproducible listening
test results. It has options to adjust the contact pressure and contact position of the
piezoelectric transducer to the skin, see Fig. 4.

Fig. 4: Custom-made device for bilateral percutaneous bone conduction using
piezoelectric transducers.

Only a few studies exist investigating spatial hearing via bone conduction. Regardless
of the transducer principle, there are some restrictions on spatial listening. One
reason for that is binaural cross-talk, which interferes with the interpretation of
naturally occurring interaural level and time differences (ILD and ITD). Compared
to air conduction, larger ILDs and ITDs are necessary for bone conduction to realize
the same sound sources lateralization (Stenfelt and Zeitooni, 2013). This fact is
probably the reason for the results of Barde et al., 2016, who report elevated levels
for the minimum discernible angular difference when using bone conduction and
binaural synthesis. Another difficulty is the equalization of bone conduction devices,
because the speed of sound depends on frequency and position. Beside of studies on
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localization, no other publications investigating other parameters of spatial hearing,
such as distance or externality, could be found. Therefore, we aim to evaluate a wider
range of spatial auditory parameters.

BINAURAL SYNTHESIS

Perceptional investigations and experiments for spatial hearing with CI and BC are
realized using a binaural synthesis system. Binaural room impulse responses (BRIRs)
have been recorded in real rooms using a head and torso simulator (KEMAR) (Klein et
al., 2017). BRIRs for several source-to-receiver positions for three different rooms are
available. This allows to create numerous combinations of different room acoustics,
source positions, audio signals, and acoustic scenes with different complexity for
the planned listening tests. The technical and perceptional principles of binaural
synthesis using airborne sound and playback via headphones are well understood
(Lindau, 2014; Werner et al., 2016). The challenges within the project lie in the
measurement of system characteristics and development of adequate signal processing
approaches for CI and BCI. The addressed characteristics for bone conduction are the
estimation of transfer functions of the custom-made device for bilateral percutaneous
bone conduction using equal loudness level contours. Furthermore, the binaural cross-
talk is estimated in an indirect way using localization tests varying magnitudes of the
used interaural cues of the binaural synthesis system.

LISTENING TESTS

Listening tests with bilateral cochlear implant users

In order to evaluate the novel CI strategy SAM, twenty adult patients with bilaterally
implanted CIs, who have no apparent neurological or psychiatric disorders, will be
invited to several listening tests. All tests described in the section below will be
conducted as a comparison between SAM and a commercial strategy. Furthermore,
the tests are performed iteratively in order to accompany the enhancements of SAM.
Before each test, the CI users complete a habituation procedure to the coding strategy
used subsequently.

Listening tests with the bone conduction device

To evaluate the novel bilateral piezoelectric bone conduction device (Fig. 4) a total
number of 40 adult listeners (age between 18 and 25 years) with normal hearing and
no apparent neurologic or psychiatric disorder will be tested. Participants wear the
bone conduction device and in-ear hearing protectors whenever required, to minimize
hearing of airborne sound. To calibrate the new device, curves of equal loudness
will be measured for both airborne sound and bone conduction. The participants will
perform the tests A to C, as described below, to investigate the properties of spatial
hearing with the new device. To ensure equal loudness levels for all participants, the
contact pressure of the piezoelectric actuators is adjusted accordingly.
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Description of tests

In Test A the Oldenburg Sentence Test (OLSA, Wagener et al., 1999) is conducted
with spatially distributed sound sources. Speech recognition thresholds (SRT) are
assessed in noise and in quiet. Test B describes a localization tests with varying spatial
positions (see right side of Fig. 5) on the horizontal plane around the head of the
subject. We measure the accuracy as the angular difference and as number of missed
trials (no direction perceivable). Speech signals are used as test signals. Test C is
a relative distance perception test at four directions. The two stimuli of each trial
vary in distance to the listeners, who must tell in a 2-alternative-forced-choice task
(2-AFC with response options for “first stimulus” or “second stimulus”) which of
the two stimuli is perceived as being closer. As additional experimental factors, the
reverberation of the synthesized listening room is either dry or reverberant. The left
side of Fig. 5 visualizes this test procedure. Speech signals are used as test stimuli.

Fig. 5: Visualization of the direction and distances used for the spatial hearing
listening tests.

Test D is designed to determine the just noticeable difference in the perception of
pitch, direction, and distance. The 3-AFC 1-up-2-down method (Levitt, 1971) will
be used. The listener has to determine which of the three stimuli is perceived as
“different”, or “odd”. Test E aims to mimic a cocktail party situation. This competing
talker test, measures the 50% SRT with OLSA sentences material. This time, however,
the noise is replaced by two concurrent additional talkers. Possible combinations of
positions are shown in Fig. 6. Test F is a test on prosody perception (Kuhnke et
al., 2015). The participants must discriminate in a 2-AFC procedure if a sentence is
spoken with the intonation of a question or a declaration.

CONCLUSION

While the presented research plans promise great advantages for future users of the
two types of hearing implants (CI and BCI), there are many open issues. Listening test
evaluating new methods and technologies for hearing implants are difficult: For an
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Fig. 6: Different sound source combinations for the cocktail party test. The
target speech is marked light grey and the concurrent speakers dark grey.

objective comparison of different CI strategies adaptation processes have to be taken
into account. The habituation of a CI patient to an new strategy is usually a long-
term process and can not be covered within the short test periods. In case of BCI,
the new technology can currently only be evaluated with normal hearing listeners.
Thus the comparability with currently used bone conduction implants is limited. For
implantation of the new technology there are still many challenges to overcome.
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We integrated ear electrodes into a live hearing system and evaluated the 
feasibility of recording electroencephalography (EEG) features with this 
setup using an auditory discrimination experiment. The long-term goal is to 
construct a closed-loop brain-computer-interface that is integrated in a mobile 
research hearing system. Here, the EEG setup consists of 3 electrodes 
embedded in the earmoulds of an experimental hearing system and 10 flex-
printed electrodes positioned around each ear, all connected to a wireless EEG 
amplifier. Four consecutive identical broadband stimuli were played in 
headphones while the spectral profile of sounds arriving at the eardrum was 
altered by switching the signal processing setting of the hearing system. Such 
switches were made between presentation of the third and the fourth stimulus, 
in half of all epochs. Seventeen normal hearing subjects participated and were 
instructed to indicate whether the last stimulus sounded different. The 
behavioural data verified clear audibility of the switches. The EEG analysis 
revealed differences between switch and no-switch trials in the N1 and P3 
latency range. Importantly, changes in the spectral content of the noise floor 
of the hearing device were already sufficient to elicit these responses. These 
results confirm that stimulus-related brain signals acquired from ear-EEG 
during real-time audio processing can be successfully derived. 

INTRODUCTION 

Neuro-control of hearing devices has the potential to improve hearing support by 
taking the electroencephalography (EEG) derived listening intent of a person into 
account for better control of algorithms and hearing aid setting. For instance, it has 
been demonstrated that the direction of attention in a competing talker situation can 
be decoded from EEG signals within a reasonable duration (O’Sullivan et al., 2015; 
Mirkovic et al., 2016). Such information about the direction of attention may be 
utilized to enhance the speech signal of the desired speaker by, for example, steering 
a beamformer to the position of the attended speaker (Doclo et al., 2015). 
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Fig. 1:  Left: Photograph of the setup in the ear of a participant. In the concha, 
the earmould containing the hearing system and 3 electrodes (black sticks) 
are placed. The cEEGrid (www.ceegrid.com) is glued around the ear. Centre: 
Schematic view of the layout in the ear. Grey circles indicate electrodes with 
their according nomenclature; Positions of electro-acoustic transducers are 
marked by according symbols. The shaded area marks the part of the 
earmould which is inserted into the ear canal. Right: Participant wearing 
super-aural headphones (AKG K-1000) over the in-ear setup. 

 

For an integration of EEG with hearing devices, however, it is necessary that the EEG 
signal can be acquired in a socially acceptable manner, with as little inconvenience 
for the hearing aid user as possible (Bleichner and Debener, 2017). In order to achieve 
such a transparent EEG acquisition, several ear-EEG approaches have been presented 
that allow to record EEG reliably in and around the ears (Looney et al., 2011; 
Bleichner et al., 2015; Bleichner and Debener, 2017). It has been shown that ear-EEG 
can be used to capture a wide variety of auditory perception-related processes: 
auditory steady state responses (Kidmose et al., 2012), auditory onset responses, 
mismatch negativity as well as alpha attenuation (Mikkelsen et al., 2015). Moreover, 
ear-EEG can also be used to detect the direction of auditory attention (Mirkovic et al., 
2016; Bleichner et al., 2016).  

The next step towards closing the loop between the hearing device and EEG is the 
integration of ear-centred EEG hardware into a live hearing system. We present a 
feasibility study of this combination, where electrodes are placed in and around the 
ear of a participant, integrated with an experimental hearing system (Denk et al., 
2017). To our best knowledge, this setup is the closest to a functional hearing device 
with integrated EEG electrodes that has been reported. Our goal here was to determine 
whether an audible switch in the hearing device processing is reflected in auditory 
evoked potentials (AEP) measured with ear-EEG. 
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METHODS 

Setup 

The participants were equipped with a prototype hearing system as presented by (Denk et 
al., 2017), consisting of an individual silicone earmould that contains a set of electro-
acoustic transducers shown in Fig. 1. External sound is captured with a microphone 
located in the concha, processed, and played back via an included receiver. Real-time 
processing is performed on a laptop running the Master Hearing Aid (MHA) platform 
(Grimm et al., 2006), which is connected to the transducers through a Multiface II 
soundcard (RME, Haimhausen, Germany) with an input-output delay of 7.8 ms. By 
means of an individual in-situ calibration routine, the processing chain (here a finite 
impulse response filter) is adapted in a way that the superposition of electro-acoustically 
generated sound and sound leaking through the vented earpiece approximates the pressure 
at the eardrum that is observed with an open ear. Hence, acoustically transparent 
reproduction of the acoustic environment is provided while having the possibility to 
modify the presented sound in a desired manner by changing the output filter F. 

EEG was acquired with ear-centred electrodes. In each ear three cylindrical electrodes (2 
x 4 mm, Ag/AgCl, EasyCap, Herrsching, Germany; cf. Bleichner et al., 2015) were 
distributed in the cavum concha by insertion into bores in the earmould. Additionally, ten 
printed Ag/AgCl electrodes were placed around the ear using the commercially available 
cEEGrid system (www.ceegrid.com), which is a flex-printed C-shaped electrode array 
placed around the ear (Debener et al., 2015). After skin preparation with an abrasive gel 
and alcohol, a small amount of electrolyte gel (Abralyt HiCl, Easycap GmbH, Germany) 
was applied to the electrodes and the cEEGrids were placed with a double-sided adhesive 
tape around the ear. The cylindrical electrodes were inserted into the earmould after a 
drop of electrolyte gel was administered into the bores. The whole setup in the ear of a 
subject, as well as the schematic layout, is shown in Fig. 1. All electrodes were connected 
to a portable wireless 24-channel EEG amplifier attached to the subjects’ heads 
(SMARTING, mBrainTrain, Belgrade, Serbia) and recording EEG signals with a 
sampling rate of 500 Hz and 24-bit resolution. A Bluetooth connection enabled wireless 
EEG recording on a separate computer. Although the system is a laboratory-state 
prototype, the suggested electrode layout is readily applicable in a real hearing system, or 
a fully mobile prototype.  

The participants performed all tasks autonomously using graphical interfaces shown on a 
laptop that also controlled the hearing device while participants were seated in a sound-
proof booth. Auditory stimulation and experimental control was implemented in 
MATLAB on the same laptop, which was also used to send EEG triggers synchronously 
to audio stimulation via Lab Streaming Layer (LSL; Kothe, 2015). On an additional 
computer located outside the booth, the Bluetooth EEG signal was recorded together with 
the trigger stream and a mirror of the acoustic stimuli.  

Stimuli were presented via super-aural headphones (K-1000, AKG, Vienna, Austria), 
which are shown in Fig. 1. The special design assures that neither the electrodes nor the 
hearing device was touched by the headphone. Whereas EEG was recorded at both ears, 
the stimuli were presented monaurally to the right ear. Consequently, only the right ear 
was equipped with a hearing device and the left ear was fully occluded. 
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Paradigm and stimuli 

Two different listening conditions were implemented by variable operation modes of the 
hearing device, while in all compared trials the identical stimulus waveform was played 
on the headphones. In one adjustment, the output filter of the hearing device was adjusted 
by individual calibration prior to the main experiment (filter F1). In the other condition, 
the output filter resulting from equivalent calibration of the system on a dummy head was 
used (F2), which results in a notable difference in the spectral profile arriving at the 
eardrum. Alternative cues that may arise from differences in loudness were compensated 
through an additional broadband gain applied to the dummy head filter, which was 
adjusted by means of an adaptive 1-up 1-down procedure prior to the main experiment.  

Three types of stimuli were included: white noise (“Noise”), a logatome spoken by a 
female voice referred to as “Speech” (Sass, from the OLLO corpus; Meyer et al., 2010), 
and the superposition of both with an SNR of 5 dB (“Speech-In-Noise”). To all stimuli, 
bandpass filtering between 0.1 and 12 kHz was applied.  

Four identical stimuli were presented sequentially, in 50% of the trials the last stimulus 
was presented with a different filter setting (deviant condition, e.g., F1 F1 F1 F2) in 50% 
with the same filter (identical condition, e.g., F2 F2 F2 F2). The onset of the n-th stimulus 
is referred to as Tn. Each stimulus was 500-ms long, separated by 300-ms breaks. To 
assure the participants’ attention, they were asked to indicate whether the last stimulus 
was perceived as identical to the three prior sounds or not by pressing buttons on the 
laptop (y/n) guided by a graphical user interface. The response time window was limited 
to 1 second to get a spontaneous response from the participants, followed by a pause 
lasting randomly between 2.5 and 3.5 seconds.  

The waveform of the Speech-In-Noise stimulus is shown together with the AEPs in Fig. 
3 (Results section). Since a real-time hearing device was used, a noise floor was 
perceivable in silence, originating mainly from the microphone. Aiming to avoid sudden 
audible modification in noise timbre when the output filter was switched, the hearing 
device output was briefly deactivated while switching the output filter (or not), 120 ms 
after presentation of every trial (20-ms pause, with 10-ms ramps). 

For each of the three stimuli, 16 deviant epochs in both possible orders (F1F2, F2F1), and 
the same number of non-deviant epochs in either filter setting (F1F1, F2F2) were 
presented. Hence, 192 sequences of stimuli were presented in randomized order, 
subdivided into four blocks of equal case distribution. The experiment included further 
conditions with a comparable number of trials, which are not considered here. Seventeen 
participants without any self-reported history of hearing disorder participated in the study. 
Including calibration of the hearing device and loudness matching of the presentation 
conditions prior to the main experiment, the experiment lasted about 90 minutes, 
separated by four small breaks between the experimental blocks.  

EEG analysis 

The offline analysis was performed with EEGlab (Delorme and Makeig, 2004) and 
MATLAB (Mathworks, Natick, MA). The data from each block was filtered between 
0.1 and 12 Hz with consecutive high-pass and low-pass filters. Epochs were extracted 
for the entire trial (−1000 ms to 4000 ms relative to T1) as well as to the onset of the 
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device before the last stimulus (−500 ms to 1000 ms). Epochs dominated by artefacts 
were identified using the probability criteria implemented in EEGLAB (standard 
deviation: 2) and rejected from further analysis. The grand average AEP over all trials 
and all participants was computed.  

RESULTS AND DISCUSSION 

Behavioural results 

The behavioural discrimination results are shown in Fig. 2. Generally, the participants 
were able to discriminate well between identical and deviant trials. On average, the correct 
response was given in 90% and 93% of all epochs, respectively. Thus, the listening results 
verify the desired audibility of the difference between the two filter settings. 

 
 
Fig. 2: Behavioural 
results, pooled over 
stimuli. Subjects E6, E8 
and E13 were excluded 
from further analysis 
due to results indicating 
poor attention. 

 

 

 

Some participants performed very clearly below average, which may be attributed to 
poor vigilance or task compliance. To avoid compromising the physiological results, 
data from participants were discarded if the following criteria were not fulfilled: 

1. Identical stimuli sequences indicated as “identical” in more than 80 % of all epochs; 
2. Deviant stimuli sequences marked as “identical” in less than 20 % of all epochs; 
3. Answer given in more than 90% of all trials. 

Consequently, the data from subjects E6, E8 and E13 were excluded from further analysis. 

Auditory evoked potentials 

Extensive pilot studies, including stimulation over distant loudspeakers with the 
hearing device deactivated, verified that the signals obtained in the electrodes 
originate from neural activity and not due to crosstalk from the audio transducers or 
connections. 

The grand average AEP is shown in Fig. 3 together with the recording of the Speech-
in-Noise stimulus. For the latter, the sound pressure measured at the eardrum of a 
dummy head is shown together with the output voltage of the hearing device’s 
receiver. The shown AEPs were measured for electrode Rc3 referenced to Rc6 (see 
Fig. 1). Clearly apparent is the negative deflection (N1) around 150 ms after stimulus 
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onset (for T1). Note that the sound onset of the Speech is later (~200 ms) than in the 
noise conditions and that the N1 is shifted accordingly. Also apparent is the amplitude 
reduction of the N1 for T2 and T3 relative to T1 for all conditions. Likewise, all 
stimulus types evoked a negative deflection prior to stimulus onset with a latency that 
matches the onset of the idle noise when the device was first switched on. When 
comparing the identical and deviant last tones (T4) we observed a condition difference 
with a larger N1 amplitude followed by a larger P3 amplitude (at around 2700 ms) for 
the deviant stimuli. This difference was most pronounced for Speech, but was also 
observed for the other stimuli. Importantly, the peak latency of the N1 did not fit to 
the onsets of the stimuli, but matched the last switch (Off/On mark) of the hearing 
device filter. The explanation is most probably that the subjects perceived the 
difference in hearing device filter setting already in the idle noise.  

 

Fig. 1: AEPs averaged over subjects for all stimuli individually, and the 
recording of the Speech-In-Noise stimulus made in a dummy head. 
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Figure 4 shows the AEP amplitudes relative to the idle noise onset prior to T4 averaged 
over the identical and deviant stimulus types, respectively. A clear difference was observed 
in the average AEP, where a N1 and P3 was identified for the deviant, but not in the identical 
condition. The N1 amplitudes were averaged for the time window between 142 and 182 
ms, and the P3 in the time window between 270 and 470 ms. A significant difference 
between conditions was evident for N1 (p = 0.0046) and P3 amplitudes (p = 0.0078). 
 

 
 

Fig. 4: Left: AEP on device onset prior to T4 (=0ms), averaged over all identical 
and deviant stimuli, respectively. Shaded areas indicate the time ranges where 
the average amplitudes for the N1 and P3 were obtained. Right: Boxplot of the 
N1 and P3 amplitudes for identical (I) and different (D) T4. Whiskers indicate 
the whole data range, boxes the 25% to 75% quantiles and the median. 
 

SUMMARY AND CONCLUSION 

We demonstrated a successful integration of ear-EEG acquisition with live hearing 
device processing. Using ear-centred electrodes, AEPs could be measured while the 
hearing device inserted into the same ear was active. This result, along with extensive 
pilot studies not reported here, demonstrate that potential practical obstacles, such as 
electro-magnetic crosstalk between audio transducers and EEG electrodes that stand 
in the way of integrating ear-EEG and hearing devices can be overcome. 

It was possible to verify perceived differences in the hearing device processing with 
AEP differences. The timing of the AEPs with respect to the audio signals revealed 
that the participants were able to detect the change in filter settings already based on 
the idle noise of the hearing device. Despite this unforeseen effect we could show that 
the ear-centred EEG electrode placement in combination with a wireless EEG 
amplifier and a hearing device, provides conclusive information about auditory 
perception in this context. Furthermore, the EEG analysis provided additional insight 
in the perception process that was not apparent from the psychoacoustic results and 
clearly demonstrates that special considerations are necessary when studying AEPs to 
stimulation with a live hearing device. Future work will include further evaluation of 
the current dataset, particularly a quantification of the importance of electrode 
positioning and the evaluation of single-subject and single-trial data.  

ACKNOWLEDGEMENTS 

This work was supported by the Cluster of Excellence Hearing4all and research unit 
FOR1732 Individualized Hearing Acoustics, both funded by the DFG. 

357



 
 
 
Florian Denk, Marleen Grzybowski, Stephan M. A. Ernst, Birger Kollmeier, et al. 
 

 

REFERENCES 

Bleichner, M.G., Lundbeck, M., Selisky, M., Minow, F., et al. (2015). “Exploring 
miniaturized EEG electrodes for brain-computer interfaces. An EEG you do not 
see?” Physiol. Rep., 3, e12362. doi: 10.14814/phy2.12362 

Bleichner, M.G., Mirkovic, B., and Debener, S. (2016). “Identifying auditory attention 
with ear-EEG: cEEGrid versus high-density cap-EEG comparison,” J. Neural Eng., 
13, 066004. doi: 10.1088/1741-2560/13/6/066004. 

Bleichner, M.G., and Debener, S. (2017). “Concealed, unobtrusive ear-centered EEG 
acquisition: cEEGrids for transparent EEG,” Front. Hum. Neurosci., 11, doi: 
10.3389/fnhum.2017.00163 

Debener, S., Emkes, R., De Vos, M., and Bleichner, M. (2015). “Unobtrusive ambulatory 
EEG using a smartphone and flexible printed electrodes around the ear,” Sci. Rep., 
5, 16743. doi: 10.1038/srep16743. 

Delorme, A., and Makeig, S. (2004). “EEGLAB: an open source toolbox for analysis of 
single-trial EEG dynamics including independent component analysis”, J Neurosci. 
Methods 134, 9-21, doi: 10.1016/j.jneumeth.2003.10.009 

Denk, F., Hiipakka, M., Kollmeier, B., and Ernst, S.M.A. (2017). “An individualised 
acoustically transparent earpiece for hearing devices,” Int. J. Audiol., 1-9. 
doi:10.1080/14992027.2017.1294768. 

Doclo, S., Kellermann, W., Makino, S., and Nordholm, S.E., (2015). “Multichannel 
signal enhancement algorithms for assisted listening devices: Exploiting spatial 
diversity using multiple microphones,” IEEE Sig. Proc. Mag., 32, 18-30. doi: 
10.1109/MSP.2014.2366780 

Grimm, G., Herzke, T., Berg, D., and Hohmann, V. (2006). “The master hearing aid: a 
PC-based platform for algorithm development and evaluation,” Acta Acust. United 
Ac., 92, 618-628. 

Kothe, C., Schwartz Centre for Computational Neuroscience (2015). “Lab Streaming 
Layer (LSL)”. Available at https://github.com/sccn/labstreaminglayer. 

Kidmose, P., Looney, D., and Mandic, P. (2012). “Auditory evoked responses from ear-
EEG recordings,” Proc. IEEE EMBS, San Diego, USA, 586-589. doi: 
10.1109/EMBC.2012.6345999. 

Looney, D., Park, C., Kidmose, P., Rank, M.L., Ungstrup, M., Rosenkranz, K., and 
Mandic, D.P. (2011). “An in-the-ear platform for recording electroencephalogram,” 
Proc. IEEE EMBS, Boston, USA, 6882-6885. doi: 10.1109/IEMBS.2011.6091733 

Meyer, B.T., Jürgens, T., Wesker, T., Brand, T., and Kollmeier, B. (2010). “Human 
phoneme recognition depending on speech-intrinsic variability,” J Acoust. Soc. Am., 
128, 3126-3141. doi: 10.1121/1.3493450 

Mikkelsen, K.B., Kappel, S.L., Mandic, D.P., and Kidmose, P. (2015). “EEG recorded 
from the ear: Characterizing the Ear-EEG Method,” Front. Neurosci., 9, doi: 
10.3389/fnins.2015.00438 

Mirkovic, B., Bleichner, M.G., De Vos, M., and Debener, S., (2016). “Target speaker 
detection with concealed EEG around the ear,” Front. Neurosci., 10, doi: 
10.3389/fnins.2016.00349 

O’Sullivan, J.A., Power, A.J., Mesgarani, N., Rajaram, S., et al. (2015). “Attentional 
selection in a cocktail party environment can be decoded from single-trial EEG,” 
Cereb. Cortex, 25, 1697-1706. doi: 10.1093/cercor/bht355 

358



Optimizing the microphone array size for a virtual
artificial head

MINA FALLAHI1,∗, MATTHIAS BLAU1, MARTIN HANSEN1, SIMON DOCLO2,
STEVEN VAN DE PAR2, AND DIRK PÜSCHEL3
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As an alternative to traditional artificial heads, individual head-related transfer
functions (HRTFs) can be synthesized with a virtual artificial head (VAH)
consisting of a multi-microphone array in combination with filter-and-sum
signal processing. The accuracy of the synthesis depends, amongst others, on
the number of microphones in the array and on its topology (array size and
microphone positions). In this study the effect of microphone array size on
the synthesis accuracy was investigated. Five simulated microphone arrays
of different sizes were used to synthesize individual HRTFs in the horizontal
plane. Objective results in terms of spectral distortion and ILD deviation as
well as subjective results with 10 participants showed that array size has a
major effect and that the synthesis accuracy can be improved by carefully
choosing an appropriate array size.

INTRODUCTION

An established method to include the spatial properties of the sound within a
binaural reproduction is the use of so-called artificial heads. With anthropometric
characteristics of an average human head and torso, an artificial head preserves the
spatial information in the sound field, which is crucial for sound source localization.
However, the non-individual anthropometric geometries of these artificial heads often
lead to perceptible deficiencies. Alternatively, a microphone array can be used as
a filter-and-sum beamformer to synthesize individual head-related transfer functions
(HRTFs). The major advantage of this system, referred to as a virtual artificial
head (VAH), is the possibility to modify the individual calculated filter coefficients
and to process the same recording post-hoc for individual HRTFs, both statically as
well as dynamically (using head tracking). Another potential benefit of the VAH
is its flexibility due to the smaller size and weight. One decisive aspect for the
accuracy of the VAH is the choice of microphone array topology (including its size
and microphone positions). Rasumow et al. (2016) developed a VAH as a planar
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microphone array consisting of 24 microphones and showed that a regularized least-
squares cost function approach could be used to synthesize individual binaural HRTFs
accurately in the horizontal plane (c.f., also, Rasumow et al., 2011, 2017). In
accordance with this approach and with some modifications for increasing the spatial
resolution of the VAH (c.f. Fallahi et al., 2017)), the present study investigated the
effect of the microphone array size on the accuracy of the VAH. Five microphone
arrays of different sizes were simulated and used to synthesize individual HRTFs.
After a brief review of the applied methods, the objective and perceptual evaluation of
synthesis with different arrays sizes will be discussed.

HIGH SPATIAL RESOLUTION LEAST-SQUARES FILTER-AND-SUM
BEAMFORMER

The desired directivity pattern D( f ,Θk) of, e.g., an individual HRTF at either the left
or right ear as a function of frequency f and direction Θk can be synthesized with the
VAH as a filter and sum beamformer. Considering the N ×1 steering vector d( f ,Θk)
which describes the frequency and direction dependent transfer function between the
source at direction Θk and the N microphones of the microphone array, the synthesized
directivity pattern H( f ,Θk) of the VAH is defined as

H( f ,Θ) = wH( f )d( f ,Θ) (Eq. 1)

The N×1 vector w( f )= [w1( f ),w2( f ), ...,wN( f )]T contains the complex-valued filter
coefficients for each microphone which can be derived by minimizing a narrowband
least-squares cost function JLS, defined as the sum over P directions of the squared
absolute differences between the synthesized and desired directivity pattern, i.e.,

JLS(w( f )) =
P

∑
k=1

|H( f ,Θk)−D( f ,Θk)|2 (Eq. 2)

In order to increase the robustness of the system against deviations in microphone
positions or characteristics (c.f. Rasumow et al., 2011; Doclo et al., 2003), Rasumow
et al. (2016) derived a closed form solution for the minimization of the least-squares
cost function subject to some regularization constraints, however at the cost of a
general loss of accuracy. With the aim of maintaining the accuracy of synthesis for a
high number of directions Fallahi et al. (2017) suggested a constrained optimization
approach, minimizing the least-squares cost function for directions Θk , k = 1,2, ...,P
subject to constraints set on the mean white noise gain (WNGm, Rasumow et al.,
2016) and spectral distortion (SD) at synthesis directions θk , k = 1,2, ..., p by setting
an upper and lower limit, Lup and Llow, for the synthesis error at each one of these
directions, i.e., for all k

Llow ≤ SD( f ,θk) = 10lg
|wH( f )d( f ,θk)|2

|D( f ,θk)|2 dB ≤ Lup (Eq. 3)
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The minimization of JLS subject to inequality constraints described above was solved
by applying the interior-point method, using the results of the closed form solutions
by Rasumow et al. (2016) as the initial values for this iterative optimization algorithm.

INFLUENCE OF MICROPHONE ARRAY SIZE ON THE VAH SYNTHESES

The main goal of the current study was to investigate the effect of the array size on the
synthesis accuracy. Adopting the topology of the microphone array shown in Fig. 1
(20 cm×20 cm planar array with 24 microphones, c.f. Rasumow et al., 2011), the
original array as well as downsized copies of it, namely 50%-, 37.5%- and 25%-size
arrays were simulated. In addition, a combination of the 50%-size and 25%-size arrays
was considered as well (named as ‘Mix.’ in the following), by taking the positions of
the eight outermost microphones of the 50%-size array and the innermost positions
of the 25%-size array for the rest. Using the constrained optimization approach
described above, a set of individually measured horizontal HRTFs with 5◦ azimuthal
resolution were synthesized with these arrays. Llow and Lup were set to −1.5 dB and
0.5 dB respectively, leading to a maximum range of interaural level difference (ILD)
deviation of 2 dB at each of the 72 synthesized directions.

Fig. 1: Virtual artificial head: planar microphone array with 24 microphones
(Rasumow et al., 2016).

The results for spectral deviation at the left ear and the resulting ILD deviation are
shown in Fig. 2. As can be seen, the constraints set on spectral error could not be
met for all directions, especially not at high frequencies. For a given microphone
array with a fixed size this could be due to more spatial details contained in the HRTF
directivity patterns at higher frequencies as well as aliasing effects. For a smaller
array, although the complexity of the HRTF’s directivity pattern at the contralateral
side (e.g., 270◦ for the left ear) could still be a challenge, the aliasing effects for the
ipsilateral side could be shifted to higher frequencies, as can be seen in the simulation
results of smaller arrays at higher frequencies in comparison to larger arrays (Fig. 2,
left). At the same time, however, a reduced array size corresponds to an increased
wavelength relative to the array size which leads to the widening of the synthesized
directivity pattern (c.f. Ward et al., 2001). At low frequencies this might not introduce
a major problem since the HRTFs have a mostly omnidirectional directivity pattern.
But in the mid-frequency range of about 1 to 4 kHz, the directivity pattern starts to
get more complicated while the wavelength might still be large enough to prevent
the beamformer from reaching sufficient damping at the contralateral side, leading

361



Mina Fallahi, Matthias Blau, Martin Hansen, Simon Doclo, Steven van de Par, and Dirk Püschel

to the increased spectral distortions and ILD deviations of smaller arrays in the mid-
frequency range. The question now arises whether the resulting spectral distortions
are perceptually relevant and which array size should be preferred.
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Fig. 2: Left: Spectral distortion (left ear). Right: ILD deviation between
original and synthesized HRTFs with different array sizes.

EXPERIMENTAL PROCEDURE

In order to evaluate the perceptual quality of different array sizes, a listening
experiment was performed. Prior to the listening test, individual horizontal HRTFs of
10 subjects were acquired with a 5◦ azimuthal resolution in a non-anechoic room (c.f.
Koehler et al., 2014), followed by individual measurements of the headphone transfer
functions (HPTFs). The measured HRTFs were then smoothed both in frequency and
spatial domain (c.f. Rasumow et al., 2014) before being synthesized with different
simulated microphone arrays. Three short bursts of pink noise with a spectral content
of 300Hz ≤ f ≤ 16000Hz were chosen as the test signal. Each noise burst lasted
1
3 s with 1-ms onset-offset ramps followed by 1

6 s of silence. This test signal was
then convolved with the individually measured and synthesized HRTFs and filtered
individually with the inverse individual HPTF and presented via headphones.

Ten subjects, five of them with extensive experience with binaural psychoacoustical
experiments, participated in the experiment. Participants were instructed to rate
the binaural signals generated with synthesized HRTFs of different array sizes with
respect to the reference (binaural reproduction with original HRTFs). Subjects
performed the ratings in three separate sessions for three different aspects: spectral
coloration, localization, and overall performance, giving their ratings on a continuous
scale between bad, poor, fair, good, and excellent. In order to limit the total number of
repetitions of the experiment to a feasible amount, five directions for the virtual source
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Fig. 3: Mean evaluations over all 10 subjects regarding different array sizes
(x-axis) for different aspects and source directions.

were chosen, including two cases with the largest and two cases with small variations
in the resulting ILD deviation caused by different array sizes (θ = 120◦, 245◦ and θ =
40◦, 195◦), and the frontal direction (θ = 0◦). Each direction appeared three times for
each given aspect. The directions were presented in a randomized order.

PERCEPTUAL EVALUATION – RESULTS AND DISCUSSION

The results of the perceptual evaluations over all subjects with regard to different
aspects and source direction are shown in Fig. 3 as mean and standard deviation across
subjects. As can be seen, the results vary not only with different array sizes and source
directions but also with subjects which can be due to different internal scales used by
subjects or individual differences in the HRTFs.

According to the perceptual results, the mean evaluations of spectral coloration
improved generally for a smaller array. This effect could be noticed at all of the five
tested directions. Objective results (see Fig. 2 for one participant as an example) had
shown that for a reduced-size array spectral distortions at the contralateral side start
to get prominent in the mid-frequency range of 1 to 4 kHz, whereas at this frequency
range the spectral distortion for the largest array (100%-size array) remained within
the allowed range (defined in Eq. 3), however increased drastically above ca. 4 kHz.
Considering the two frequency ranges 1 kHz≤ f ≤ 4 kHz and 4 kHz≤ f ≤ 16 kHz,
the ratings for spectral coloration of all participants vs. the absolute spectral distortion
averaged across frequency for these two frequency ranges are shown in Fig. 4a at θ =
245◦ as an example. It seems that the increased spectral distortion of the smaller arrays
at mid-frequency range did not influence the ratings on spectral coloration (Fig. 4a,
top). Moreover, the prominent increased spectral distortion of the largest array at
frequencies above 4 kHz coincided with the generally reduced coloration ratings for
this array (Fig. 4a, bottom).
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Fig. 4: (a) Evaluations on spectral coloration vs. mean spectral distortion
at the left and right ears. (b) Evaluations on localization vs. mean ILD
deviations. θ = 245◦, 1 ≤ f ≤ 4 kHz (upper row) and 4 ≤ f ≤ 16 kHz (lower
row). Mean |.( f )| = average over the depicted frequency range.

Smaller array sizes led in average to decreased localization ratings especially at
θ = 120◦ and 245◦. The increased ILD deviation in the mid-frequency range was
apparently more relevant for the decline in the ratings for smaller arrays (Fig. 4b,
top), whereas the effect of ILD deviations in the frequency range 4 kHz≤ f ≤ 16 kHz
seemed not to be as important for the localization (Fig. 4b, bottom).

The mean evaluations on overall performance lay almost for all cases at the lower
edge of coloration and localization ratings (Fig. 3). This could indicate that the overall
perception of the synthesis depended both on coloration as well as on localization
cues. In other words, the accuracy of synthesis should be preserved both for spectral
coloration and localization cues. The ratings on overall performance show a general
increase towards arrays with the middle-range size (37.5%-size array or the Mix-
array) confirming the compromise between localization artifacts of smaller arrays and
coloration artifacts of larger arrays.

In order to analyse whether at least one of the microphone arrays for a fixed direction
and perceptual aspect led to significantly different evaluations the Friedman test was
applied. The p-values for the given aspect and source direction are listed in Table 1.
Considering the Bonferroni correction for the 3 repetitions of each direction, the p-
values of conditions indicating a significant effect of the array size (p ≤ 0.05

3 ) are
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θ = 0◦ θ = 40◦ θ = 120◦ θ = 195◦ θ = 245◦
Spectral Coloration 0.0068 0.0113 0.0003 0.0029 0.0002

Localization 0.4435 0.0192 0.0025 0.0146 0.0001
Overall Performance 0.06917 0.0976 0.0011 0.1108 0.0157

Table 1: p-values according to Friedman test for different source directions
and perceptual aspects. p-values indicating a significant effect of array size
(p ≤ 0.05

3 = 0.0167) are depicted as bold numbers.

shown as bold numbers. According to the results, array size seemed to have a
significant effect on the coloration ratings at all of the five considered directions due
to the difference in ratings for the 100%-size array compared to the other arrays.
Different array sizes seemed to affect the evaluations regarding localization mostly
at θ = 120◦, 195◦, and 245◦. The effect was significant due to decreased ratings
given to the 25%-size array. The effect of array size on the evaluation of overall
performance was significant at θ = 120◦ and 245◦, due to either different ratings given
to the 100%-size array or 25%-size array, compared to the other arrays. This confirms
that participants chose the spectral and localization cues differently as the critical cue
for giving overall ratings.

CONCLUSION

In this study the effect of microphone array size on the accuracy of HRTF synthesis
with a virtual artificial head was investigated. Simulation results for five different
array sizes (planar arrays with 24 microphones, approximately quadratic with side
lengths ranging from 20 cm to 5 cm) indicated that there are noticeable differences in
the resulting monaural and binaural features (spectral distortion and ILD deviation)
between original and synthesized HRTFs for different array sizes. While spectral
distortions especially at the ipsilateral side could be shifted to higher frequencies by
choosing a smaller array, spectral distortion increased in the mid-frequency range of
1 kHz≤ f ≤ 4 kHz at the contralateral side for smaller arrays, leading to increased
ILD deviations at these frequencies. Furthermore, experimental results showed that
the array size had a significant effect on the perceived spectral coloration and source
localization. In particular, large spectral distortions introduced by the largest array
at frequencies above 4 kHz affected the perceived spectral coloration. Contralateral
spectral distortions at the mid-frequency range appearing for smaller arrays did not
affect the perceived coloration, but led to decreased localization ratings. These ratings
presumably resulted from ILD deviations at these frequencies. The overall evaluation
of different arrays sizes confirmed the importance of accuracy both with respect to
spectral and localization cues. In general, the overall ratings were the highest for
microphone arrays of mid-range size (37.5%-size array or the ‘Mix’ combination of
50%- and 25%-size arrays) since the deficiencies of larger and smaller arrays could
be balanced for these array sizes. A further investigation should analyze the interaural
phase differences resulting from different array sizes, both regarding their perceptual
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relevance and also regarding an effective incorporation of phase contraints for the
minimization of the cost function JLS.
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Püschel, D. (2011). “Robustness of virtual artificial head topologies with respect
to microphone positioning errors,” Proc. Forum Acusticum, Aalborg, pp. 2251-
2256.

Rasumow, E., Blau, M., Hansen, M., van de Par, S., Doclo, S., Mellert, V., and
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Features of modern hearing aids such as the digital noise reduction and
directional microphones can enhance speech. One way to evaluate the effect
of these features is to measure the increase of the signal-to-noise ratio (SNR).
To this end, the method of Hagerman and Olofsson is often used. However,
only two signals can be distinguished with this method, e.g., speech and noise.
Since many realistic situations include more than two signals, an extension of
the method of Hagerman and Olofsson for an arbitrary number of signals
is introduced. To proof the concept, this extended method is applied to a
setup with 9 different signals presented by 8 speakers. This study considers
a separation of speech and noise for 8 signal sources. All speakers are
positioned around a hearing aid on a circle with a radial distance of r = 1m
and an angular distance of 45◦ between 0◦ and 360◦. Speech is presented from
0◦ and noise from all 8 directions (0◦,45◦, ...,360◦). With this setup, a state-
of-the-art hearing aid is analysed for different settings where the digital noise
reduction and/or the directional microphones are turned on or off. As a result,
the SNR for all directions can be investigated individually. This demonstrates
the practicability of the extended method.

INTRODUCTION

Speech intelligibility in noisy situations decreases depending on the characteristics of
speech and noise such as the frequency spectrum and the signal-to-noise-ratio (SNR).
As a result, the listening effort for hearing impaired people increases, and leads to a
faster exhaustion than for normal hearing people (Holube et al., 2005).

To increase the SNR, the distance between speaker and listener can be reduced or
the listening environment can be changed by the listener. Also using hearing aids
can lead to a higher speech intelligibility within the same environment. Hearing aids
with adaptive features such as digital noise reduction and microphone directionality
enhance the SNR. Microphone directionality enhances the spatial SNR and digital
noise reduction analyses the signal temporally or spectrally (Chung, 2004). This leads
to an increase of speech intelligibility (Bentler, 2005; Brons et al., 2014).

To objectively evaluate speech enhancement in hearing aids, there exists several
approaches such as computing the modulation transfer function (Holube et al., 2005),
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performing a percentile analysis (Harries, 2010) or using the method of Hagerman &
Olofsson (Hagerman and Olofsson, 2004).

Among these three examples, the method of Hagerman & Olofsson can be used to
separate the speech and the noise signal to directly calculate the SNR. However, two
signals can be separated only.

To investigate the speech enhancement of hearing aids in a more realistic listening
environment, more than two signals from various directions should be considered.
This study introduces an extended version of the method of Hagerman and Olofsson.
With this version, an arbitrary number of N signals can be considered, Therefore, a
maximum number of N directions can be evaluated.

To proof the concept, this extended method is applied to a setup with 9 different signals
presented by 8 speakers. Speech is presented from 0◦, and noise from all 8 directions
(0◦,45◦, ...,315◦). With this setup, a state-of-the-art hearing aid is analysed for
different settings where the digital noise reduction and/or the directional microphones
are turned on or off.

This paper is organised as follows: First, the method of Hagerman & Olofsson is
shortly introduced, and then the extension is presented. Next, the measurement setup
is explained, and the results are discussed. Finally, the results are summarized and a
conclusion is given.

HAGERMAN & OLOFSSON METHOD

Two superpositions ain,1(t), ain,2(t) of two signals v1(t), v2(t) are used, in which one
superposition takes a phase delay of 180◦ for v2(t) into account, where

ain,1(t) = v1(t)+ v2(t), (Eq. 1)

ain,2(t) = v1(t)− v2(t). (Eq. 2)

Both superpositions are presented to a system, e.g., a hearing aid, successively.
ain,1(t) and ain,2(t) are modified by the system, Therefore, two output signals
aout,1(t), aout,2(t) are produced.

v′1(t) and v′2(t) are calculated out of the output signals with

v′1(t) =
1

2
(aout,1(t)+aout,2(t)), (Eq. 3)

v′2(t) =
1

2
(aout,1(t)−aout,2(t)). (Eq. 4)

v′1(t), v′2(t) are the input signals processed by the hearing aid. Therefore, they are
similar to v1(t), v2(t).

Ricketts (2000) showed that traditional test environments with a single noise source
located at 180◦ azimuth cannot be used to accurately predict directional benefit in
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comparison to other tests with more than one noise sources or real-world environ-
ments. Therefore, it is necessary to include more than two competing sound sources,
e.g., one speech source and more than one noise sources.

EXTENDED METHOD

An arbitrary number of N signals is given, e.g., v1(t), v2(t), ..., vN(t). The number
of input signals equals the number of measurement rounds. By that, N times a
superposition of all signals is built. The phase of one signal is inverted within one
input signal. Therefore, N input signals are built with

ain(t) =

⎛
⎜⎜⎝

ain,1(t)
ain,2(t)

...
ain,N(t)

⎞
⎟⎟⎠=

⎡
⎢⎢⎣
−1 1 . . . 1

1 −1 . . . 1
... 1

. . .
...

1 . . . 1 −1

⎤
⎥⎥⎦

⎛
⎜⎜⎝

v1(t)
v2(t)

...
vN(t)

⎞
⎟⎟⎠= Av(t). (Eq. 5)

A is the system matrix and of type NxN. Its i-th column changes the phase of signal
vi(t) in one input signal and its j-th row defines the input signal ain, j(t) at the hearing
aid input. The system Matrix shall only change the phase and not weight signals.
Therefore, its values are only −1 or 1 respectively.

The rank of A is N for all N > 2, Therefore, the inverse of A exists with

A−1 =

⎡
⎢⎢⎢⎢⎣

− N−3
2(N−2)

1
2(N−2) . . . 1

2(N−2)
1

2(N−2) − N−3
2(N−2) . . . 1

2(N−2)
... 1

2(N−2)

. . .
...

1
2(N−2) . . . 1

2(N−2) − N−3
2(N−2)

⎤
⎥⎥⎥⎥⎦ (Eq. 6)

The condition of the system matrix A for all N > 3
is ϕ(A) = N−2

2 . Therefore, as the impact of measurement tolerances increases, the
more signals are used for a setup.

At the output of the hearing aid, all signals can be reconstructed with

⎛
⎜⎜⎝

v′1(t)
v′2(t)

...
v′N(t)

⎞
⎟⎟⎠= A−1

⎛
⎜⎜⎝

aout,1(t)
aout,2(t)

...
aout,N(t)

⎞
⎟⎟⎠ . (Eq. 7)

With this extension, various complex listening situations with multiple noise and/or
speech signals from multiple directions can be analysed. After the separation of all
signals (v1(t), ...,vN(t)), it is possible to compute the absolute SNR between two or
multiple signals. Moreover, the SNR at the output can be compared with the SNR
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at the input. A positive value indicates an enhancement of the desired signal, e.g.,
speech. In this way the benefit of hearing aid features can be analysed in complex
listening situations.

Fig. 1: The measurement setup consists of 8 loudspeakers, one reference
microphone and one state-of-the-art hearing aid (BTE) connected to an ear
simulator. The BTE is facing the loudspeaker in 0◦. Not shown is the RME
fireface 800 soundcard and the PC.

MEASUREMENT SETUP

The measurement setup consists of 8 speakers, which are equally distributed on a
circle around the hearing aid. The radius of this circle is 1m and the angular distance
between the speakers is 45◦ (see Fig. 1). In this study, a speech signal, such as
the International Speech Test Signal (ISTS), is presented from an angle of 0◦ and
8 different noise signals are presented from all 8 directions so that N equals 9. The
noise signals are incoherent and built out of the ISTS so that the long term average
spectrum is equal to the ISTS. The ISTS is presented with 65dBSPL and an overall
SNR of +5dB is chosen. Thus, the individual level for each noise signal is 51dB. The
hardware of the setup consists of 8 GENELEC speakers of type 8020, a RME Fireface
800 soundcard, a Bruel & Kjaer (B&K) ear simulator according to IEC 60318-4, a
reference microphone from B&K of type 4190, and a PC. All measurements as well
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as the signal analysis are performed with Matlab version 2017a.

The measurement signals ain,1(t), ...,ain,9(t) for each loudspeaker are set in a vector
with x(t) = (ain,1(t),05s(t),ain,2(t), , ...,05s(t),ain,9(t))T , Therefore, an output vector
y(t) is recorded. With the superposition of each input signal, a separation of the output
signals is possible. With the inverse of the system matrix the signals v′1(t), ...,v

′
9(t) are

reconstructed.

As transient effects take place within the first 15 seconds, the mean power is calculated
in a time window from 15s to 60s. The SNR between the ISTS and each of the 8 noise
signals is computed separately. Therefore, a spatial analysis of the SNR is possible.

To check the measurement setup, the extended method is applied to the signals of
the reference microphone. The polarplot in Fig. 2 shows that the desired SNR of
+5dB is measured with an accuracy from −0.4dB to +1.3dB. The SNR indicates
random behavior independent to a hearing aid setting or the direction. Thus, the results
indicate negligible modification of the given SNR for each measurement round.

For the measurements, a state-of-the-art behind the ear (BTE) hearing aid is used.
The gain of the device is adjusted by simulating an auditory threshold of type N3 as
defined in ?. For this setup the maximum pressure output, the compression ratio as
well as adaptive features such as feedback reduction, wind control are deactivated.
As parameters, noise reduction and a fixed microphone directionality are investigated.
Therefore, 4 test settings are evaluated:

1. noise reduction off & omnidirectional microphone settings,

2. noise reduction on & omnidirectional microphone settings,

3. noise reduction off & directional microphone settings, and

4. noise reduction on & directional microphone settings.

RESULTS AND DISCUSSION

The output SNR in relation to the input SNR is calculated for each sound source, so
that the 4 hearing aid settings are evaluated independently. Figure 3 shows the results
for all 4 hearing aid settings as a polar plot. The curves are linearly interpolated
between the measurement points. A negative SNR shown in the polar plot indicates
an improvement of speech intelligibility. The test setting with a deactivated noise
reduction and an omnidirectional microphone setting indicates no modification of
the SNR for all directions. This result indicates a good reproduction of the defined
SNR for the proposed extended method. The result for an activated noise reduction
and an omnidirectional microphone setting shows a negative SNR independent to the
direction (see dashed and dotted line in Fig. 3). This is expected due to a working
noise reduction in the temporal or frequency domain (Chung, 2004).

Furthermore, the test setting with a deactivated noise reduction and a directional mi-
crophone setting indicates a negative SNR dependent to the direction (see continuous
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Fig. 2: Output SNR of the reference microphone in relation to the input SNR
of the given signal. Each line represents the result of one of the four hearing
aid settings. Its allocations are shown in the legend.

line). As the SNR is hardly modificated in 0◦ azimuth, the lowest SNR can be found
in 180◦ azimuth. This indicates a subcardioid polar pattern, which can typically be
found in hearing aids (Bentler, 2005; Chung, 2004).

In addition, an activated noise reduction as well as a directional microphone character-
istic show a maximum amount of SNR reduction in 180◦. These findings also support
Ricketts, who stated in 2000, that a spatial analysis of features should be investigated
with more than two sound sources (Ricketts, 2000).

The results in Fig. 3 indicate the proof of the concept of the extended method.
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Evaluation of noise reduction with multiple signal sources

Fig. 3: Output SNR of the hearing aid in relation to the input SNR measured
at the reference microphone. The directional microphones of the hearing aid
are orientated in 0◦ direction. Each line represents the result of one of the four
hearing aid settings. Its allocations are shown in the legend.

CONCLUSIONS

This paper presents an extended method of the concept presented by Hagerman &
Olofsson in 2004. Hagerman and Olofsson introduced a method in which two signals
are superpositioned at the input of system and can be reconstructed at the output of a
system. As only two signals can be distinguished in this concept, a maximum number
of two sound sources can be evaluated. This paper presents an extended method, in
which an arbitrary number of N signals can be distinguished. Within the concept,
a system matrix is introduced, which describes the phase of each signal for every
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superpositioned input signal. An inverse of the system matrix can be calculated
for more than two signals. Therefore, the system matrix is used to reconstruct the
signals at the output of the system. A measurement setup was designed to proof the
concept. The results show an enhancement of the SNR independent to the direction
for an activated noise reduction and an omnidirectional microphone setting. Also
an enhancement of the SNR for a fixed microphone directionality dependent on the
direction is measured. A maximum amount of SNR enhancement can be found in
180◦ for a test setting with an activated noise reduction and a fixed microphone
directionality. These test results demonstrate the practicability of the extension of
the method by Hagerman and Olofsson.
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There is conflicting evidence about the relative benefit of slow- and fast- 
acting compression for speech intelligibility. It has been hypothesized that 
fast-acting compression improves audibility at low signal-to-noise ratios 
(SNRs) but may distort the speech envelope at higher SNRs. The present 
study investigated the effects of compression with nearly instantaneous attack 
time but either fast (10 ms) or slow (500 ms) release times on consonant 
identification in hearing-impaired listeners. Consonant-vowel speech tokens 
were presented at several presentation levels in two conditions: in the 
presence of interrupted noise and in quiet (with the compressor “shadow-
controlled” by the corresponding mixture of speech and noise). These 
conditions were chosen to disentangle the effects of consonant audibility and 
noise-induced forward masking on speech intelligibility. A small but 
systematic intelligibility benefit of fast-acting compression was found in both 
the quiet and the noisy conditions for the lower speech levels. No negative 
effects of fast-acting compression were observed when the speech level 
exceeded the level of the noise. These findings suggest that fast-acting 
compression provides an audibility benefit in fluctuating interferers as 
compared to slow-acting compression, while not substantially affecting the 
perception of consonants at higher SNRs. 

INTRODUCTION  

It is widely accepted that due to the limited dynamic range of levels perceived by 
hearing-impaired (HI) listeners, some sort of level-dependent amplification is 
required to compensate for hearing loss. The majority of modern hearing aids apply 
dynamic-range compression (see Souza, 2002, and Edwards, 2004, for reviews). In 
such systems, the gain is determined based on one or more level-estimation circuit(s), 
characterized by attack and release time constants. The most commonly used attack 
times have values below 10 ms (Jenstad and Souza, 2005) in order to quickly reduce 
the gain in response to loud sounds. However, the optimal speed of gain recovery, i.e., 
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the release time, is still a subject of discussion. Shorter release times allow more gain 
to be applied to the low-intensity speech components (e.g., consonants) that follow 
other, high-intensity components (e.g., vowels) or noise bursts. This increased gain 
can potentially improve audibility and reduce the amount of forward masking, which 
in turn might lead to an improved speech recognition performance in HI listeners 
(Souza and Bishop, 1999; Edwards, 2002; Desloge et al., 2010; Jenstad and Souza, 
2005). On the other hand, with a very short release time, the gain follows the fast 
fluctuations of the signal, effectively reducing the temporal contrast. The temporal 
characteristics of the speech signal provide important cues for speech intelligibility, 
especially for HI listeners (Souza et al., 2015). Temporal envelope distortion 
introduced by fast-acting amplification might therefore lead to a decrement in 
recognition performance. It is possible that optimal performance would be achieved 
if the time constants were adapted dynamically according to the current signal-to-
noise ratio (SNR). For example, May et al. (2017) proposed a blind broadband-SNR 
estimator (based on the speech and noise power spectrum density), which could be 
applied in hearing aids. However, the relation between the optimal release time and 
SNR in connection to speech intelligibility is not yet known. 

In the present study, it is hypothesized that potential negative effects of short release 
times will be more pronounced at higher SNRs, where audibility and masking are less 
of a concern and the compression is driven mostly by the speech signal. On the other 
hand, the additional gain applied by the fast-acting system is expected to provide an 
increasing benefit as the SNR decreases. To test these ideas, stimuli were designed to 
maximize the effects of compression release time. The noise consisted of high-
intensity bursts, separated by silent gaps and had very sharp onsets and offsets. Short 
consonant-vowel (CV) tokens were used and listeners were asked to report the initial 
consonant – a speech component that typically has a low intensity. The temporal onset 
of the CV token relative to the noise was controlled and chosen based on a previous 
study (Zaar et al., 2017). A wide range of SNRs and compression release times were 
tested in order to capture the potential interaction between the two factors. 

METHODS 

Listeners 

Twelve young, normal-hearing (NH) listeners aged between 19 and 26 years (average 
age: 21.7 years) completed the task in the unaided condition. They all had pure-tone 
thresholds lower than 20 dB HL in the 250 to 8000 Hz range. The aided conditions 
were completed by nine older HI listeners aged between 66 and 77 years (average age: 
71.4 years). Their hearing losses ranged from mild to moderately-severe losses and 
were most prominent at the high frequencies. 

Stimuli 

The target speech consisted of 15 consonant-vowel (CV) tokens: /bi, di, fi, gi, hi, ji, 
ki, li, mi, ni, pi, si, ʃi, ti, vi/ spoken by one male and one female talker (30 utterances 
in total), used previously by Zaar and Dau (2015). Four presentation levels were used: 
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45, 55, 65, and 75 dB SPL. In the aided conditions, these were the levels at the input 
to the amplification system. In each condition, each utterance was presented five times 
to the listeners. 

The noise was composed of five 100-ms long bursts, separated by 100-ms silent gaps 
(corresponding to a 5-Hz repetition rate). White noise was chosen as a carrier in order 
to maximize masking of high-frequency consonants. The sound pressure level was 65 
dB, defined as the level of the noise bursts at the input to the hearing aid simulator. 
The onset of the CV token was positioned 25 ms into the silent gap after the third 
noise burst, as shown schematically in Fig. 1. The instantaneous SNR was therefore 
infinite. The broadband SNR values are still reported for consistency with previous 
literature. They are defined as the difference between the sound pressure level of the 
token and the preceding noise burst.  

Thirty noise waveforms (one per utterance) were pre-generated and stored as wav-
files. Each utterance was always presented with the same noise recording. This was 
done in order to limit the across-repetition variability due to the random fluctuations 
in the Gaussian noise carrier, whilst preventing noise-learning effects that could occur 
if only one noise-waveform was used for all utterances (see Zaar and Dau, 2015). 

 

 
 

Fig. 1: A schematic representation of the stimulus time-course. 

 

Amplification 

For the HI listeners, the stimuli were pre-processed using a hearing-aid simulator with 
eight independent compression channels, implemented in MATLAB. The insertion 
gain was applied to the signals presented monaurally over Sennheiser HD650 
headphones. The gain was frequency-dependent, based on the NAL-NL2 target (using 
the Slow setting, which yields more aggressive amplification, cf. Keidser et al., 2011) 
for the N2 audiogram (Bisgaard et al., 2010). This audiogram was chosen because it 
was most representative of the participants’ hearing losses. Thus, compression ratios 
were the same for all listeners. However, in order to maximize audibility for each 
participant, the linear part of the gain (gain applied to stimuli below the compression 
threshold) was determined based on the individual audiogram.  
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The compression thresholds (kneepoints) were also frequency-dependent and 
calibrated such that each channel went into compression when the level of a 
broadband (white-noise) input exceeded 50 dB SPL. The attack time (of the level-
detector circuit, or the so-called RC time constants, Kates, 1993) was always 5 ms. 
The release time depended on the amplification condition. It was 10 ms in the fast 
compression condition and 500 ms in the slow condition. The third condition was 
linear, which used the same maximum gain values but a compression ratio of 1:1 (i.e., 
no compression) and null attack and release times. It thus simulated an “idealized” 
hearing aid that never applies compression and provides the maximum possible 
amplification. Such high gain is unrealistic for high-intensity inputs, as it would be 
excessively loud. Thus, this condition served as a baseline for the behavior of 
compression systems, but only for lower-intensity speech inputs – 45 and 65 dB SPL 
in quiet (see “Experimental conditions” below). 

In all conditions, the level-detection circuit of the compression and the resulting gain 
were driven by the mixture of speech and noise. Thus, the gain applied to the clean 
speech in the quiet condition was not controlled by the clean speech signal but rather 
shadow-controlled by the mixture. This setup allowed the investigation of the effects 
of the gain fluctuations (resulting from the presence of the interrupted noise) on the 
CV token without actually presenting the interferer to the listeners’ ears. 

Experimental conditions 

The NH listeners were tested unaided while HI listeners were always presented with 
amplified stimuli. Slow and fast compression were tested in all conditions, while 
linear amplification was tested only in a limited number of conditions. In quiet, the 
compressed stimuli were always shadow-filtered with the corresponding mixture of 
speech and noise. An overview of all experimental conditions is shown in Table 1.   

 

 Speech input 
level (dB 
SPL) 

NH HI 
Unaided Linear Slow Fast 

Quiet 
(shadow-
filtered) 

45 x x x x 

65 x x x x 
75 - - x x 

 
Noise 

45 x - x x 

55 x - x x 
65 x - x x 

75 x - x x 

 

Table 1: Summary of experimental conditions: speech-noise configurations 
and amplification used. 
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RESULTS 

For the quiet and noisy data sets, separate linear mixed-effects models were used with 
the fixed factors speech level and amplification type and random factor listener. 
Backwards elimination of non-significant effects was performed (Kuznetsova et al., 
2015) and the final model was used to establish significance between the results 
obtained with each amplification type at each speech level. 

The distribution of the model residuals for the data in quiet deviated from normal (it 
was “light-tailed”). Therefore, these data were RAU-transformed before further 
analysis. The transformation was not necessary for the data in noise (the distribution 
of residuals was much closer to normal), so only the non-transformed data are reported 
for consistency. 

Consonant recognition in quiet 

The average consonant recognition rates for the stimuli presented in quiet are shown 
in Fig. 2. It can be observed that the unaided NH listeners achieved recognition rates 
close to 100% at both speech input levels, whereas the aided HI listeners performed 
much worse in all conditions and achieved maximum recognition rates of about 87% 
at 75 dB SPL. Significant differences were found between all amplification types for 
the lowest speech input level (45 dB SPL). The best recognition rate of 55% was 
achieved with linear amplification (that provided maximum possible gain), followed 
by fast (46%) and slow compression (34%). 

For the 65 dB SPL speech input, no significant differences between amplification 
types were observed. Between 65 and 75 dB SPL, there was a slight increase in 
performance with slow compression but no significant change with fast compression 
(possibly due to ceiling effects). At 75 dB SPL, slow compression yielded, on average, 
slightly higher recognition rates than fast compression, but the difference was not 
significant. 

Consonant recognition in noise 

The recognition rates in noise are shown in Fig. 3. NH listeners achieved recognition 
rates of 95% for speech levels of 65 and 75 dB SPL (corresponding to SNRs of 0 and 
+10 dB). The rate decreased to 73% at 45 dB SPL (SNR −20 dB). Aided HI listeners 
achieved the highest recognition rate of 77% at 75 dB SPL. For speech input levels of 
45, 55, and 65 dB SPL, the recognition rates observed with fast compression were     
7-9% higher than with slow compression, with all differences being statistically 
significant (p < 0.001). At 75 dB SPL, slow compression yielded slightly higher 
recognition performance than fast, but the difference was not statistically significant. 
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Fig. 2: Averaged consonant recognition rates for speech tokens in quiet, 
“shadow-controlled” by the mixture of speech and noise. Left: normal-
hearing (NH) unaided and hearing-impaired (HI) aided with three types of 
amplification.  Right: Only the HI data replotted. The error bars indicate +/- 
one standard deviation. The significance levels are: ** 0.01, *** 0.001. 

 

 

 

 

Fig. 3 The same as Fig 2. but presented in 5-Hz interrupted Gaussian noise 
(noise level: 65 dB SPL). 
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DISCUSSION 

In the quiet condition, the consonant recognition rates at low speech input levels 
strongly depended on the amplification type. The best performance was obtained with 
linear amplification and fast compression, which provide higher gain and thus better 
audibility than slow compression. On the other hand, slow compression induced a 
small increase in performance between 65 and 75 dB SPL, while in the case of fast 
compression a ceiling effect was observed. Moreover, slow compression seemed to 
lead to a better average performance at 75 dB SPL, but the difference was small and 
not statistically significant. 

In noise, fast-acting compression led to higher recognition rates for speech levels of 
up to 65 dB SPL, corresponding to a broadband SNR of 0 dB. Similar to the results in 
quiet, the performance at 75 dB SPL (+10 dB SNR) tended to be better with slow 
compression, but the effect was small and not significant. Overall, there is thus no 
statistically significant evidence for negative effects of fast compression (e.g., due to 
temporal envelope distortion) on consonant recognition performance at higher speech 
input levels. However, possible ceiling effects in the HI listeners’ data may be a 
confounding factor here. 

Effects on the recovery from forward masking 

In quiet, the relative benefit of fast vs. slow compression decreased from 12% at 45 dB 
SPL to 2% at 65 dB SPL (SNRs −20 and 0 dB). In noise, the benefit increased from 
7 to 9% between speech input levels of 45 and 65 dB SPL. As the compressor was 
shadow-controlled by the mixture of speech and noise when being applied to speech 
in quiet, it behaved identically in both conditions such that the only difference between 
the quiet and noise conditions was the presence of the noise. Therefore, an explanation 
for the above observation may be that the higher gain provided to the speech token by 
fast-acting compression improved the recovery from the noise-induced forward 
masking, at least at SNRs close to 0 dB (i.e., speech levels close to 65 dB SPL). 

CONCLUSIONS AND OUTLOOK 

A small but systematic benefit of fast-acting compression was found both in the quiet 
and the noisy conditions for speech levels below 65 dB SPL (0 dB SNR in noise). 
Despite potentially detrimental speech envelope distortions, no significant negative 
effects of fast-acting compression were observed when the speech level exceeded the 
level of the noise.  These findings suggest that fast-acting compression provides an 
audibility benefit and, possibly, an improved recovery from forward masking in 
fluctuating interferers as compared to slow-acting compression, while not 
substantially compromising the perception of short CV tokens at higher SNRs.  

It is yet to be investigated whether these effects persist in more realistic conditions, 
i.e., with longer speech stimuli (multi-syllable words, sentences) in fluctuating 
interferers with softer onsets/offsets.  

The findings from this study and prospective future studies may help design SNR-
dependent amplification strategies and individualized hearing-aid fitting strategies. 
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The potential use of blind SNR estimation for hearing-aid applications has been 
investigated in May et al. (2017). The output of such an estimator could be used to 
dynamically manipulate compression parameters in real-time and will be the subject 
of future investigations. 
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Remote microphones (RMs) have been developed to support hearing aid 
users to understand distant talkers. A drawback of these systems is the 
deteriorated speech intelligibility in the near-field, as the hearing aids need 
to be in omnidirectional mode in combination with these RMs. This has 
changed with the introduction of a new hearing-aid technology developed 
specifically to support the user in the near-field when using a RM, by 
enabling directional microphones of the hearing aid. To verify the 
performance of this novel system, speech intelligibility tests were conducted 
using a dual-task paradigm. Primary task: Sentences of the female 
Oldenburg Matrix Test were presented continuously. The task of the subject 
was to mark the recognized name on a tablet. Secondary task: A speech 
recognition test with meaningful sentences (Göttinger Sentence Test, male 
voice) was carried out with the task to repeat the sentences. The primary-
task stimuli were presented from a loudspeaker in the far-field and the 
secondary-task stimuli from a loudspeaker in the near-field (and vice versa), 
within a surrounding loudspeaker array playing restaurant noise. Results of 
15 hearing-impaired subjects showed that the directional hearing-aid 
microphone delivered superior performance compared to the omni 
microphone. Benefits of the RM were confirmed for both primary and 
secondary tasks. For a higher ecological validity, the data were analyzed 
considering both tasks simultaneously. This analysis showed a positive 
effect of the directional hearing aid microphone.  

INTRODUCTION  

One of the most common problems that individuals with hearing loss face is to 
follow conversations in complex listening environments. Listening is often difficult 
when there is excessive background noise, reverberation, and large distances 
between the target signal and the individual with a hearing loss. This is also seen 
when the hearing loss is at least partly compensated by hearing aids. In order to 
overcome these three main factors, individuals with hearing loss require a better 
signal-to-noise (SNR) ratio than those with normal hearing (Baquis, 2014).  
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To address this need, modern hearing aids (HAs) include directional microphones 
that have been shown to increase speech understanding in noise (Dillon, 2012). 

While directional microphones provide measureable benefit, they have their 
limitations. For example, a 4-5 dB SNR benefit can be achieved with directional 
microphones, but up to 25 dB SNR (depending on degree of hearing loss) may be 
needed to help individuals with hearing loss (Baquis, 2014). Additionally, 
directional microphones are primarily effective when used in the near-field, 
approximately 1.5 meters from the target signal (Kim and Kim, 2014).  

Individuals who need additional SNR improvement beyond the potential of 
directional microphones may therefore consider utilizing remote microphones 
(RMs). Using RMs, the distance between the target signal and the microphone and 
thus the amount of background noise and reverberation can be significantly reduced. 
RMs are intended for far-field use and have historically been realized using 
frequency modulation (FM) transmission, where the FM radio transmitter is coupled 
with a microphone that the talker wears. The microphone signal is directly 
transmitted to the listener’s hearing aid or cochlear implant via a (miniature) radio 
receiver using direct audio input or telecoil. These systems have shown significant 
benefit for both hearing-aid users (Anderson and Goldstein, 2004) and cochlear-
implant users (Wolfe et al., 2012). Traditional FM systems were generally 
configured as either fixed analog or adaptive analog systems.  

Digital adaptive wireless systems are able to provide higher SNR improvements than 
traditional analogue FM systems, resulting in significantly better speech 
intelligibility of up to 35% in (high-level) noise (Wolfe et al., 2013; Thibodeau, 
2014). Therefore, the hearing-aid industry started to develop digital transmission 
systems described as adaptive digital wireless microphone technology. The present 
study investigates the benefit of an adaptive digital wireless technology (“Phonak 
Roger”) for hearing aid users in adverse listening environments.  

Historically, digital hearing-aid technology utilized two analog to digital converters 
forcing a single microphone mode (omni-directional) when using a RM. This led to 
a decrease in speech intelligibility in noise in the near field when speech was 
simultaneously presented to the RM and transmitted to the hearing aid.  

In order to solve this problem, Phonak introduces a new solution/technology 
utilizing three analog-to-digital converters in the input stage of the hearing device, 
allowing for directional microphone settings to be used in conjunction with RMs.  

Several studies have examined the use of RMs in combination with omni-directional 
hearing-aid microphones versus directional hearing-aid microphones in children 
either with static or with adaptive behavior. In a recent study Jones and Rakita 
(2016) used Phonak Sky V hearing aids. Speech was either presented from a 
loudspeaker simulating a peer talker or from a second loudspeaker simulating a class 
mate from behind but not a simultaneous presentation of both talkers. They found 
that children performed better on speech recognition tests in noise when using Roger 
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plus hearing aid in directional microphone mode compared to Roger plus hearing aid 
in omni-directional mode by up to 25%.   

Previous research showed the performance of RM with omni versus directional 
hearing aid microphones in either near-field or far-field target signals. However, it 
has not been investigated yet what happens when the target signal switches between 
the near field and far field. It is not uncommon for a listener to change their auditory 
focus in a given situation. For example, during a wedding reception the listener 
would like to listen to both, the official speech and comments from the people next 
to him/her. The present study aims to reproduce this type of adverse listening 
environment where the target signal changes from being close to the hearing aid 
wearer to being further away.  

To that end, a dual-task paradigm was employed, which consists of two parallel 
speech intelligibility tasks and was developed to assess the interaction of target 
signals in near field and far field for hearing aid users with RMs. 

METHODS 

Subjects 

Fifteen experienced hearing aid users with a severe sensorineural hearing loss (mean 
4HFA (Roeser, 1996) of the better ear was 62.8 dB HL with a standard deviation of 
6.1 dB HL) took part in the study. All subjects were inexperienced users of RM 
technologies. Subject ages ranged from 63 to 83 years with a mean age of 72 years 
(4 female, 11 male).   

Hearing devices and test conditions 

All subjects were bilaterally fitted with Phonak Naída V90 SP hearing aids (HAs). 
The initial setting was based on the subjects’ audiograms and the fitting rule 
“Adaptive Phonak Digital” (Latzel 2013). The default acoustical coupling suggested 
by the fitting software Phonak Target 4.1 was selected. Fine tuning of the hearing 
aids (without RM) was allowed during an acclimatization period. The final settings 
were verified using real ear measurements. 

During the laboratory measurement the subjects additionally received a RM 
(“Phonak Roger Pen”) that was connected to the hearing aids (“Phonak Naída V90 
SP”) via receivers (“Phonak Roger 18”).  

Three different hearing aid conditions were defined: 

P1: RM plus Hearing aids in omni-directional microphone setting 
P2: RM plus Hearing aids in directional microphone setting 
P3: Hearing aids alone without RM, binaural microphone setting (“StereoZoom”) 

Dual-task paradigm 

In the primary task, sentences from the Oldenburg Sentence Test, spoken by a 
female speaker (OLSA, Wagener et al., 2014), where presented continuously at a 
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constant SNR. The subjects were asked to identify the name within each sentence 
from a list of 10 alternatives presented via a tablet PC. 

A secondary task was performed simultaneously using the Göttingen Sentence Test 
presented via a male talker (GÖSA, Kollmeier and Wesselkamp, 1997) at a selected 
constant SNR. The subject was instructed to repeat all recognizable words. Based on 
word scoring, speech intelligibility in percent was determined.  

Both tasks were simultaneously performed in a diffuse cafeteria noise scenario 
(Leq=62 dB SPL, measured at the position where the RM was placed right in front of 
the far-field loudspeaker and at the position of the subject (see Fig. 1).  

There were two set-up conditions:  

(1) The primary task was presented in the far field from a loudspeaker at a distance 
of 6.4 m. The secondary task was presented from a loudspeaker in the near field 
(1.4 m). 

(2) The primary task was presented from a loudspeaker in the near field (1.4 m) and 
the secondary task from a loudspeaker in the far field (6.4 m).   

The presentation level of the primary task was kept constant at 65 dB SPL for the 
the primary task in the near field and at 70 dB SPL in the far field. These 
presentation levels assured audibility of the OLSA sentences for all subjects. 

The loudspeaker set up is illustrated in Fig. 1. 

  

 

 
Fig. 1: Schematic display of the set-up used for the dual-task paradigm. 

Training 

To avoid training effects a training of the dual task was performed during each session 
prior to the measurements. During the training, the test hearing aids were used without 
RM (target signals only in near-field). Additionally, the speech presentation level for 
the secondary task (GÖSA) was determined individually and was used for all 
measurement conditions for said subject for far- and near-field presentation. The 
constant presentation level of the secondary task was individually determined from the 
GÖSA SRT result, measured adaptively, plus 3 dB. This resulted in GÖSA speech 
presentation levels ranging from 59 to 71.3 dB SPL across subjects. 
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After the training, the dual-task measurements were performed in the three hearing-
aid conditions and two set-up conditions described above.  

RESULTS AND DISCUSSION 

Dual-task paradigm: Single performance 

The left panel of Fig. 2 shows the results of the primary task in terms of the 
percentage of correctly identified names. The hearing aid conditions are called P1 to 
P3 and the set-up conditions are indicated by the loudspeaker that the primary-task 
stimuli were presented from: “far” or “near”. An ANOVA of repeated measures 
revealed a significant main effect of hearing aid condition in the far-field        
[F(4,14) = 66.606, p < 0,001] and the post-hoc analysis showed a significant 
advantage of RM (p < 0.001) after Bonferroni correction (bfc.). This indicates that 
both programs (P1, P2) with RM active provided better performance than the HA 
alone (P3). This confirms earlier findings (Anderson and Goldstein, 2004; Wolfe et 
al., 2012). In the near field, P1 and P2 showed no statistically significant differences 
with regard to primary-task performance. This finding does not suggest an 
advantage of P2 (directional microphone mode of HA) over P1 (omnidirectional 
microphone mode of HA) in both near-field and far-field conditions. 

In the right panel of Figure 2 the results of the secondary task are illustrated in terms 
of percentage of correctly identified GÖSA words . The notation is similar to the left 
panel of Figure 2, except for “far” and “near” denoting the loudspeaker that the 
secondary-task stimuli were presented from. An ANOVA of repeated measures 
revealed a significant main effect of hearing-aid condition in the near-field    
[F(4,14) = 189.408, p < 0,001] and the post-hoc analysis showed a significant 
disadvantage of RM in the near-field (p < 0.001, bfc.). This indicates that the input 
from the RM was overlapping with the input of the HA microphone, resulting in 
poorer performance in the near-field. Without the RM, less interfering information 
was apparently provided to the listener in the near-field task. Results show P3 to 
markedly outperform the other hearing aid conditions regarding speech intelligibility 
in a noisy environment in the near-field. Furthermore, these results support the 
binaural beamformer (StereoZoom) which was active in P3, providing excellent 
performance in a noisy environment in the near-field (also noted by Appleton & 
König, 2014). Additionally, the post-hoc analysis revealed a significant advantage of 
the directional microphone (P2) over the omni-directional microphone (P1) in the 
near field (p<0.05, bfc.). In the far-field, no statistically significant difference 
between P1 and P2 was found, and therefore a general conclusion could not be 
established for the secondary task. This leads us to conclude that only the analysis of 
the common performance (primary and secondary task) is able to reflect the benefit 
of the different test conditions in near-field and far-field. 

Dual-task paradigm: Common performance 

The motivation of this study was to determine speech perception performance in a 
listening situation where the target signal changes from being close to the hearing-
aid wearer to being further away. Dual-task costs were determined in order to 
calculate the common performance of both tasks within the dual-task paradigm. 
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Fig. 2: Left panel: Recognition rate of names in continuous OLSA 
sentences (primary task) for hearing aid conditions P1, P2 and P3. Near: 
primary task was presented in the near-field; Far: primary task was 
presented in the far-field. Right panel: Speech intelligibility of GÖSA 
sentences (secondary task) for the hearing aid conditions P1, P2 and P3. 
Near: secondary task was presented in the near-field; Far: secondary task 
was presented in the far-field. Values are displayed as boxplots with 
median, minimum, maximum, 25th and 75th percentiles. *: Denotes 
statistically significant difference (p<0.05) ***: Denotes statistically 
significant differences (p<0.001). Note: P3 was not measured in the set-up 
condition 2, as from an ethical point of view it was not justifiable to conduct 
the secondary task from far-field as it would end up in a speech perception 
of about 0%. So the P3 hearing aid condition is only shown for the primary 
task in far-field and secondary task in near-field. 

 

The main concept of dual-task costs is to measure the change of performance of the 
primary task due to the additional cognitive load of the secondary task (and vice 
versa). Most likely the performance of each task drops when performing both tasks 
at the same time compared to the case when every task is carried out alone. In the 
following, dual-task costs are calculated using the “probit” (probability units) 
transformation according to Oberauer et al. (2004): The differences in speech 
recognition (in percent correct) for doing every task in the single condition (data not 
shown here) compared to the dual task condition (Fig. 2) are calculated and 
expressed as the corresponding z-scores of a standard normal distribution. The 
probit values for both tasks are summed up afterwards to account for the common 
performance change on the primary and secondary task.  

The dual-task costs are visualized in Fig. 3. A 2x2 factorial ANOVA of repeated 
measures revealed a significant main effect of hearing-aid condition [F(1,14) = 
56.282, p < 0,000] and of set-up condition [F(1,14) = 4.6153, p = 0,49]. No 
statistically significant effect of the interaction of hearing aid condition & set-up 
condition could be found. Hearing aid condition: This result indicates that the 
directional microphone increases speech intelligibility regardless of whether the talker 
is near or far. It shows that the directional microphone not only improves speech 
perception in the near field but also for a distant speaker transmitted to the hearing aid 
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via RM. In this case, the directional microphone acts as an additional means of noise 
suppression. Set-up condition: The results indicate that the different levels of difficulty 
for the tasks are influenced by the source position. When transmitting GÖSA speech 
material via RM to the HA, the performance is much better than when it is received 
with the microphones of the HA (see also Fig. 2, right panel). This may be due to the 
default mixing factor at the input stage of the HA, which is set to 10 dB amplification 
of the RM signal versus the HA microphone signal due to regulations for using a 
remote microphone/hearing aid system in school (Johnson et al., 2011). The missing 
interaction effect for both hearing aid condition and set-up condition supports the extra 
benefit provided by the directional microphone regardless of where both tasks are 
presented from. P2 (directional microphones) showed to be beneficial both in the far-
field and the near-field in terms of common performance.  
 

 
 
Fig. 3: Dual-task costs in probit (probability units) for hearing-aid 
conditions P1 and P2. Near: primary task was presented in the near field; 
Far: primary task was presented in the far-field. Values are displayed as 
boxplots with median, minimum, maximum, 25th and 75th percentiles 
(higher values represent better performance, thus less dual-task costs). ***: 
Denotes statistically significant difference (p < 0.001). 

CONCLUSIONS 

The described dual-task paradigm is an effective tool for testing the interaction of 
simultaneous input signals both in near field and in far field when using a hearing-
aid in combination with a remote microphone. The set-up that has been used in this 
experiment is: (1) able to identify the advantages and disadvantages of a remote 
microphone/hearing-aid combination. The results confirm that the novel system 
(hearing aid with directional microphone in connection with a remote microphone) 
provides better common speech understanding in near and far-field. It can be 
expected that this set up could be optimized in terms of the mixing factor 
(amplification of RM input versus HA microphone input), particularly when used as 
a hearing solution for adults; (2) sensitive to differences between omnidirectional 
and directional microphone settings. 

When analysing data of a dual task it is necessary to consider the common 
performance of both tasks. Calculating the “costs” of how much the performance of 
each single task drops when executing both tasks simultaneously has been shown to 
be a suitable way to derive the common performance. 
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The influence of hearing aid (HA) signal processing on the perception of 
spatially dynamic sounds has not been systematically investigated so far. 
Previously, we observed that interfering sounds impaired the detectability of 
left-right source movements and reverberation that of near-far source 
movements for elderly hearing-impaired (EHI) listeners (Lundbeck et al., 
2017). Here, we explored potential ways of improving these deficits with 
HAs. To that end, we carried out acoustic analyses to examine the impact of 
two beamforming algorithms and a binaural coherence-based noise reduction 
scheme on the cues underlying movement perception. While binaural cues 
remained mostly unchanged, there were greater monaural spectral changes 
and increases in signal-to-noise ratio and direct-to-reverberant sound ratio as 
a result of the applied processing. Based on these findings, we conducted a 
listening test with 20 EHI listeners. That is, we performed aided 
measurements of movement detectability in two acoustic scenarios. For both 
movement dimensions, we found that the applied processing could partly 
restore source movement detection in the presence of reverberation and 
interfering sounds. 

INTRODUCTION  

Listeners with sensorineural hearing loss exhibit considerable difficulties in complex 
acoustic environments. Hearing aids (HAs) can help by restoring audibility and by 
improving the signal-to-noise ratio (SNR). This can improve speech reception in 
noise, but it may also compromise spatial hearing abilities including movement 
perception. To start addressing this possibility, we recently conducted a study where 
we observed that for elderly hearing-impaired (EHI) listeners interfering sounds 
impaired the detectability of left-right source movements, and reverberation that of 
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near-far source movements (Lundbeck et al., 2017). These results raise the question 
of how to compensate these deficits with HAs. In the current study, we therefore 
investigated the influence of different multi-microphone signal enhancement 
algorithms on source movement detection in acoustically complex situations. To that 
end, we used a higher-order Ambisonics-based system for simulating complex sound 
scenes together with a computer simulation of bilateral multi-microphone HAs. To 
start with, we investigated the influence of different multi-microphone signal 
enhancement algorithms on acoustic measures that are presumed to be related to 
movement perception. We then evaluated the most promising HA settings in a 
listening test to explore the potential of improving source movement detection with 
HAs. In summary, the current study had the following aims: 

1. To identify HA settings that can enhance acoustic cues that are presumed to 
underlie left-right (L-R) and near-far (N-F) source movement detection; 

2. To evaluate the most promising HA settings for improving L-R and N-F source 
movement detection with a group of EHI listeners. 

METHODS 

Experimental setup 

We simulated a complex acoustic environment using a toolbox for creating dynamic 
virtual environments (TASCARpro version 0.128; Grimm et al., 2015). We 
configured our setup such that it produced 48 virtual loudspeaker signals in the 
horizontal plane with a spatial resolution of 7.5°. The virtual listener was seated at the 
center of the loudspeaker array. As the aim of this study was to include different HA 
algorithms, we generated multi-microphone signals by convolving the loudspeaker 
signals with binaural room impulse responses from the database of Thiemann and van 
de Par (2015) for the corresponding directions. 

Stimuli 

We made use of five different environmental sounds. For the target, we used a 
broadband noise-like fountain signal (S1; at 0° azimuth and 1 m distance re. the 
listener in the reference position). As interfering sounds, we used recordings of ringing 
bells, bleating goats, pouring water and humming bees (S2-S5: at ±45° and ±90° and 
1 m distance each). We presented the target sound (S1) at 65 dB SPL (nominal) and 
the other sounds (S2-S5) at 62 dB SPL (nominal) each, as measured under reverberant 
conditions at the position of the virtual listener. The duration of each sound was 3.1 s.  

HA signal processing 

We used the Master Hearing Aid (MHA) research platform (Grimm et al., 2006) for 
simulating five HA settings: unproc, dir, coh, dircoh, and beam. The unproc condition 
corresponded to a pair of omnidirectional microphones that we simulated using the 
front microphones of two behind-the-ear (BTE) devices without any additional 
processing. The dir condition corresponded to a pair of static forward-facing cardioid 
microphones (e.g., Dillon, 2012), which were realized based on the front and rear 
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microphone signals of each BTE device. We then spectrally equalized the output 
signals to ensure that the frontal target signals sounded highly similar across the 
unproc and dir settings. The coh condition corresponded to a binaural noise reduction 
scheme for attenuating incoherent signal segments (Grimm et al., 2009). The gains 
applied to the left and right channels were always the same, so that interaural level 
and time differences (ILDs and ITDs) were unaffected, while incoherent sounds (as 
caused by early reflections and late reverberation, for example) were attenuated. The 
dircoh condition consisted of the serial combination of the dir and coh settings. The 
beam setting corresponded to a bilateral beamforming algorithm with a post-filter for 
binaural cue preservation (Rohdenburg et al., 2007). For the current study, we used 
six input signals (three per side) and the front BTE microphone signals as reference 
signals for the binaural post-filter. We then also spectrally equalized the output signal 
so that the frontal target signals sounded similar across the unproc and beam settings. 
In the following, we will concentrate on the dircoh and beam settings, as they showed 
the clearest effects relative to the unproc setting. 

Technical measurements 

General setup and procedure 

For the technical measurements, we generated stimuli based on the median L-R and 
N-F detection thresholds of the EHI listeners tested previously (Lundbeck et al., 
2017). Specifically, we generated stimuli where the target signal moved 28° in the L-
R direction or 1.5 m in the N-F direction re. the reference position. The signal 
processing chain used for the acoustical analyses is shown in Fig. 1. 

 

 
 

Fig. 1: Signal processing chain used for the acoustical analyses. Following 
the generation of the stimuli using TASCAR (left) and the shadow-filtering 
in the MHA (middle), different output channels (1-6) were analyzed using 
different measures (right). SNleft, SNright = Left and right channels of the signal 
mixture; Sleft, Sright = Left and right channels of the target signal; Nleft, Nright = 
Left and right channels of the interfering signals. 
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We equipped the virtual listener with two BTE devices with up to three microphones 
each. We then processed the microphone signals with the MHA. We used the so-
called shadow-filtering method to apply the processing computed for the signal 
mixture separately to the target and interferers. Depending on the measure of interest 
(see below), we then analyzed different output signals. To reveal short-time changes 
in the chosen measures, we used a 100-ms analysis window with 50% overlap. 

Monaural spectral changes 

To analyze the influence of the different HA settings on monaural spectral cues, we 
applied a spectral coloration measure of Moore and Tan (2004). We always analyzed 
the stimulus channel ipsilateral to the movement direction and referenced it to the 
stationary equivalent of the same stimulus. In this way, we measured relative 
monaural spectral changes due to the source movement and the HA settings. 

Signal-to-noise ratio (SNR) changes 

For estimating the SNR, we used the separate target and interferer signals (see middle 
panel of Fig. 1, channels 3+4 and 5+6, respectively). We then calculated the short-
term level ratio between the target and the interferers at either the ipsilateral side (L-
R dimension) or averaged across the two sides (N-F dimension). 

Direct-to-reverberant sound ratio (DRR) changes 

For the stimuli moving along the N-F dimension, we estimated short-term changes in 
the DRR. To that end, we created two stimuli per condition: one with and one without 
reverberation. We then subtracted the anechoic stimulus (comprising the direct sound 
only) from the reverberant stimulus and fed the direct and reverberant sound 
separately into the MHA. By comparing the DRR at the input and output of the MHA, 
we could estimate DRR changes due to the applied HA processing. 

Perceptual measurements 

Participants 

For the perceptual measurements, we used 20 EHI listeners aged 63-80 yr (mean: 72.4 
yr). Fifteen of them had bilateral HA experience of at least 2 yr. All participants had 
symmetric, sloping mild-to-moderate sensorineural hearing losses. We divided the 
participants into two groups according to their performance on a target detection task 
(see below). The mean pure-tone average hearing loss calculated across 0.5, 1, 2 and 
4 kHz and both ears (PTA4) differed significantly across the two groups (group 1: 58 
dB HL; group 2: 47 dB HL; p < 0.001), whereas age did not (group 1: 75 yr; group 2: 
70 yr; p > 0.1). 

General setup and procedure 

To investigate the perceptual consequences of the tested HA settings, we carried out 
a listening test with 20 EHI listeners. Initially, we assessed each listener’s ability to 
detect the target signal in the presence of the four interferers. For the participants who 
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could not consistently detect the target signal in the presence of the interferers     
(group 1; N = 9), we performed the movement detection threshold measurements 
without the interferers. For the other participants (group 2; N = 11), we performed the 
measurements with all five signals. 

The listening test was carried out under reverberant conditions (T60 ≈ 0.8 sec). 
Stimulus presentation was via a 24-bit RME (Haimhausen, Germany) Hammerfall 
DSP 9632 soundcard, a Tucker-Davis Technologies (Alachua, USA) HB7 headphone 
buffer and a pair of Sennheiser (Wennebostel, Germany) HDA200 headphones. For 
the psychoacoustic measurements, we used the “psylab” toolbox (Hansen, 2006). To 
ensure adequate audibility for each participant, we spectrally shaped all stimuli in 
accordance with the “National Acoustics Laboratories–Revised-Profound” (NAL-RP) 
fitting rule (Dillon, 2012). 

Source movement detection thresholds 

We presented stimuli with moving target sounds on half of the trials and stimuli with 
static target sounds (at the reference position) on the other trials. For the angular 
measurements, we randomized the direction of movement (towards the left or right). 
For the radial measurements, we always simulated a withdrawing (N-F) movement. 
In this way, the starting position of the target sound source was the same in all 
conditions (0°, 1 m re. the listener). To control the extent of the movement, we varied 
the velocity (in °/s or m/s) in the adaptive procedure. For the adaptive procedure, we 
used the single-interval-adjustment-matrix procedure of Kaernbach (1990) to ensure 
unbiased measurements. A run was terminated after 12 reversals, and the first four 
reversals were discarded from the analyses. Before the actual measurements, each 
participant completed two training runs (one with unproc and one with beam). 

We estimated the detection thresholds by taking the arithmetic mean of the last eight 
reversal points. In this manner, we quantified the smallest displacement (in ° or m) of 
the target source that the participants could perceive within the 2.3 s over which the 
movements occurred. In the following, we will refer to these thresholds as the 
minimum audible movement angle (MAMA) or distance (MAMD) thresholds. We 
performed the L-R and N-F measurements in separate blocks. Within each block, we 
tested the various conditions in randomized order. After 1-2 weeks, we conducted 
retest measurements. In total, we measured six detection thresholds per movement 
dimension (L-R and N-F) and listener (and thus 240 thresholds in total). According to 
Kolmogorov-Smirnov’s test, all datasets fulfilled the requirement for normality (all 
p > 0.05). We therefore used parametric statistics to analyze our data. Whenever 
appropriate, we corrected for violations of sphericity using the Greenhouse-Geisser 
correction. 
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Fig. 2: Left panel: Monaural spectral coloration re. a static stimulus subjected 
to the same processing for unproc (black), beam (light gray) and dircoh (dark 
gray) as a function of source azimuth. Right panel: SNR for unproc (black), 
beam (light gray) and dircoh (dark gray) as a function of source azimuth. 
Legends show mean values for the different HA settings calculated over the 
whole stimulus duration. 

 

RESULTS 

Technical measurements 

L-R dimension  

Concerning the L-R dimension, the changes in the measures of interest that we 
observed were generally as expected. Regarding the monaural spectral changes, our 
analyses revealed that the beam and dircoh settings both increased this measure, 
suggesting that they are suited for improving source movement detectability. The left 
panel of Fig. 2 shows the resultant spectral coloration relative to the static condition 
in the presence of the four interferers and reverberation. 

The right panel depicts the SNR caused by the three HA settings over the course of 
the target source movement in the presence of the four interferers. It is noticeable that 
the SNR varied substantially over the course of the source movement. This was 
because of the spectro-temporal fluctuations inherent to the environmental sounds that 
we used. Concerning the influence of dircoh and beam, beam increased the SNR more 
relative to unproc. 

N-F dimension 

Concerning the N-F dimension, the changes in the chosen measures were generally as 
expected (data not shown). The DRR generally decreased with increasing source 
distance, irrespective of the HA setting. Furthermore, the beam and especially the 
dircoh setting increased the DRR. The same was essentially true for the monaural 
spectral coloration, suggesting that monaural spectral cues may provide salient 
information about source movements. Regarding the SNR improvement relative to 
unproc, beam and especially dircoh led to clear increases. 
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Fig. 3: Means and standard deviations of the MAMA (left) and MAMD 
(right) thresholds for the two groups and three HA settings. 
 

Perceptual measurements 

L-R dimension 

Figure 3 (left panel) shows means and standard deviations of the MAMA thresholds 
for the two groups and three HA settings. For group 1, the thresholds varied little 
across HA settings and listeners. For group 2, the thresholds were much higher with 
unproc and dircoh than with beam. Furthermore, unproc was characterized by the 
largest spread and beam by the smallest spread.  

To test for statistical differences among the three HA settings, we conducted two 
analyses of variance (ANOVA), that is, one per group with the within-subject factor 
HA setting (unproc, dircoh, beam). For group 1, we found no effect of HA setting 
[F(2,16) = 2.5, p = 0.14]. For group 2, the effect of HA setting was highly significant 
[F(2,20) = 38.1, p < 0.0001]. A series of planned contrasts showed that the beam 
setting differed significantly from both unproc and dircoh (both p < 0.001). 

N-F dimension 

Figure 3 (right panel) shows means and standard deviations of the MAMD thresholds 
for the two groups and three HA settings. As can be seen, group 1 obtained thresholds 
of around 1 m or lower in all conditions. In other words, the different HA settings did 
not appear to affect their performance. In contrast, for group 2 there was a clear 
influence of HA setting on movement detectability. To test for statistical differences 
among the three HA settings, we conducted an ANOVA per group with HA setting 
(unproc, dircoh, beam) as within-subject factor. For group 1, the effect of HA setting 
was not significant [F(2,14) = 1.8, p = 0.2], while for group 2 it was strongly 
significant [F2,18 = 13.6, p < 0.001]. A series of planned contrasts showed that the 
beam and dircoh settings differed significantly from unproc (both p < 0.05) and also 
from each other (p < 0.01). 
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Summary 

The current study, which we conducted based on a setup for simulating complex 
virtual environments, showed that selected multi-microphone signal enhancement 
algorithms can enhance acoustical cues presumed to underlie source movement 
perception. Furthermore, the subsequent listening test showed substantial 
improvements in source movement detectability for a group of EHI listeners in 
complex scenarios with reverberation and interfering signals. In view of the fact that 
our study focused on one particular spatial dimension (i.e., source movement 
detection), it is of interest to extend this research to other aspects of spatial awareness 
perception and to head-worn HAs in future studies. 
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Influence of a remote microphone on localization with
hearing aids
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Denmark, Kgs. Lyngby, Denmark
2 GN Hearing A/S, Ballerup, Denmark

When used with hearing aids (HA), the addition of a remote microphone
(RM) may alter the spatial perception of the listener. First, the RM signal
is presented diotically from the HAs. Second, the processing in the HA often
delays the RM signal relative to the HA microphone signals. Finally, the
level of the RM signal is independent of the distance from the RM to HA.
The present study investigated localization performance of 15 normal-hearing
and 9 hearing-impaired listeners under conditions simulating the use of an
RM with a behind the ear (BTE) HA. Minimum audible angle discrimination
around an average angle of 45◦ was measured for three sets of relative gains
and seven sets of relative delays for a total 21 conditions. In addition,
a condition with just the simulated BTE HA signals was tested. Overall,
for both groups, minimum audible angle discrimination was best when the
relative RM gain was small (−3 and −6 dB) and the delay was approximately
10-20 ms. Under these conditions, localization performance approached the
level obtained in the BTE HA only condition.

INTRODUCTION

Listening in background noise and/or reverberant environments can be particularly
difficult for hearing-impaired (HI) listeners. In some situations, it is possible for an
HI listener to use a remote microphone (RM) positioned close to the talker and have
the signal streamed wirelessly to his or her HA (Ross and Giolas, 1971). Relative
to the microphones in the HA, the RM receives a better quality signal from talker
(i.e., higher signal-to-noise ratio and/or direct-to-reverberant ratio of the talker), which
can improve intelligibility (Hawkins, 1984; Nábělek and Donahue, 1986; Boothroyd,
2004) and possibly reduce listening effort. However, the RM signal is mono and mixed
diotically with bilateral HAs. If presented on its own, the RM signal should result in
the perceived location of the talker being internalized in the head of the HI listener.
Thus, the use of an RM may improve intelligibility but may decrease an HI listener’s
ability to localize the talker.

For cases where a single RM is in use (e.g., teacher in a classroom, listening to a
speaker in an auditorium, etc.) localization may be only a minor issue as the HI
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listener may not need to switch his/her focus away from the RM signal. However, in
situations where multiple RMs are in use or multiple talkers are sharing the same RM,
judging the location of the different talkers via acoustic cues may be advantageous in
keeping up with the conversation.

There are two parameters when mixing the RM signal in the HA: the relative gain and
the relative delay of the RM signal. Guidelines for audiologists regarding the relative
gain fitting for children have been established and suggest a goal of “Transparency”,
by setting the gain of the RM to equal that from HA when presented with a 65 dB
SPL signal (American Academy of Audiology, 2011). However, to our knowledge,
no guidelines for RM delay have been established. Instead, the delay is usually
determined by the the digital communication protocol used to wirelessly stream the
RM signal to the HA.

The goal of the present study was to investigate the effects of relative gain and delay
on spatial perception by comparing minimum audible angle (MAA) thresholds for a
source with an incident angle of 45◦ in conditions that simulated using an RM with an
ideal behind-the-ear (BTE) hearing aid.

METHODS

Spatialized stimuli were created through acoustic recordings in an anechoic room us-
ing two head and torso simulators (HATS, Brüel & Kjær 4128C) with omnidirectional
microphones, which were positioned in locations corresponding to an RM and two
BTE HAs. The recorded stimuli were then used in the listening test and were presented
via headphones in a sound booth.

Stimuli

Recordings of 15 short Danish sentences spoken by a female talker were played back
via a “talking” HATS in an anechoic room. These sentences were taken from the
corpus created for Sørensen et al. (2017).

The speech signals were played back by the “talking” HATS, which was equipped
with a mouth simulator. Both the “talking” and “listening” HATS were placed at an
equal height with a distance of 97 cm from mouth to mouth and 118 cm from ear to ear
(see Fig 1). The listening HATS was placed on a Brüel & Kjær Type 9640 turntable
in order to record different angles between the talking and listening HATS.

To simulate an RM, a DPA 4060 omnidirectional microphone was positioned on the
chest of the talking HATS 20 cm from the center of the mouth opening. Two other
DPA 4060 microphones were placed at the top of the pinnae of each ear to simulate
the microphone positions of BTE HAs.

For each of the 15 sentences, recordings were made with the listening HATS angled
from 0 to 90◦ in 1◦ steps.
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Fig. 1: Set-up for recording acoustic stimuli (left panel). Position of
remote mic on “talking” HATS (middle panel). Position of microphones on
“listening” HATS (right panel)

Participants

15 normal-hearing (NH) and 9 HI listeners participated in the study. All NH listeners
had air-conduction audiometric thresholds below 25 dB between 125 Hz and 4 kHz.
The average audiogram of the HI listeners is plotted in Fig. 2.

Procedure

A 3-interval 3-alternative forced-choice paradigm using a 1-up 2-down adaptive rule
was used to estimate MAA. Between each run of the adaptive procedure, the target
angle (i.e., the direction used in two of three intervals) was roved uniformly between
40–50◦. At the start of each run, the initial angular difference was always as large
as possible. The initial step size was 8◦ and the step size was halved after each
reversal until the minimum step size of 1◦ was reached. Runs were terminated after
four reversals and the threshold was estimated as the mean of the angular difference
between target and presented angular value at the last two reversals. Sentences were
randomly chosen between trials but remained the same within each 3-interval triplet.

For each presentation, two audio files were loaded, one with the HA signal and one
with the RM signal. According to the current state of the test, a gain of either 0, −3
or −6 dB was applied to the RM signal and a delay of either 0, 10, 20, 40, 60, 80 or
100 ms was applied to the RM signal. After applying gain and delay to the signals,
they were mixed into one stereo file, which was then presented to the listener via
headphones.

A further control condition, in which only the HA recordings were presented, was
conducted to estimate the baseline MAA performance with microphones in BTE HA
positions.
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Fig. 2: Audiometric thresholds of the hearing-impaired listeners. The solid
black line indicates the mean hearing threshold, the shaded region indicates
one standard deviation, and the dotted lines indicate minimum and maximum
measured thresholds.

To compensate for reduced audibility, the mixed stimuli was further amplified using
the linear Cambridge Formula (Moore and Glasberg, 1998) for each individual HI
listener.

No correction was applied to compensate for the acoustic delay between RM and HA
microphones, which was approximately 2.5 ms. Thus, in the 0 ms condition, RM
signals preceded HA signals.

RESULTS

The average MAA as a function of relative delay for the three relative gains is plotted
in Fig 3. The lower dotted line in each panel indicates the MAA threshold for the
control condition when no RM signal was mixed with the HA recordings. Thus, this
estimates the minimum MAA listeners could achieve when using ideal BTE HAs. As
expected, NH listeners exhibited lower MAA overall than the HI listeners.

For the normal hearing listeners, two overall trends were observed: (1) MAA
thresholds decreased as the RM gain was decreased; (2) MAA thresholds were
minimized when the relative delay was between 10–20 ms. The same trends were
observed in the HI listeners but the size of the effects were smaller.
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Fig. 3: Average MAA as a function of relative delay for three different
relative gains of RM vs HA microphone signals for normal-hearing (left
panel) and hearing-impaired listeners (right panel). The lower dotted line
and shaded area indicate the average MAA for the HA only condition. The
upper dotted lines indicate chance performance. The bars and shaded areas
indicate standard error.

These observations were confirmed by the results from a repeated measures ANOVA
with gain and delay as within-group and hearing status as between-group factors.
Statistically significant main effects of gain [F(2,46) = 9.002, p = 0.01] and delay
[F(6,138) = 7.637, p < 0.001] and hearing status [F(1,23) = 304.827, p < 0.001]
were observed.

DISCUSSION

For the NH listeners, MAA was smallest when RM gain was reduced and the RM
delay was approximately 10–20 ms. Indeed, for relative gains of −3 and −6 dB, NH
listeners exhibited MAA thresholds that were similar to those they achieved with only
the microphone signals from the simulated BTE positions. A similar pattern of results
was obtained from the HI group of listeners. However, their overall MAA thresholds
were higher and the size of the effects were smaller.

For speech, previous studies have found echo thresholds ranging from 30–50 ms
(Lochner and Burger, 1958; Haas, 1951). Thus, a relative delay of the RM signal
of 10–20 ms should result in a fused percept of a single talker and the precedence
effect suppresses the incongruent spatial information presented by the RM signal.
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Some of the largest MAA thresholds were obtained in the 0-ms delay conditions.
However, no correction was applied to compensate for the acoustic delay between
RM and HA microphone positions. As a result, in the 0-ms condition, RM signals
preceded HA signals by approximately 2.5 ms. Thus, it is not surprising that larger
MAA thresholds were observed in these conditions as the spatial cues available from
the HA microphones were likely suppressed by the precedence effect.

Overall, the present study suggests that to achieve optimal spatial perception, the
signal from the RM microphone should be mixed with both little gain as possible
and a relative delay of 10–20 ms (after compensating for the difference in acoustic
delay between the RM and HA). However, there are some potential issues with this
advice.

First, the reason for employing an RM is to improve speech intelligibility and/or
reduce listening effort by providing the HI listener with a higher quality speech signal
(i.e., one with a higher SNR and/or direct-to-reverberant energy ratio). Thus, reducing
the gain of the RM reduces its potential benefit for speech intelligibility and listening
effort.

Second, in current devices, the delay caused by mixing the RM signal is heavily
influenced by the communication protocols used in the digital transmission of the
signal from RM to HA. As the actual delay of each device is proprietary, it is difficult
to compare our results to the delays that are present in products that are currently
available on the market. That said, common digital transmission protocols, such as
Bluetooth, can result in delays of 100 ms or more. For use cases involving multiple
RMs, much lower delays are likely desirable.

Assuming a sufficiently low-latency transmission protocol was employed, achieving
the suggested delay target requires the HA to estimate and compensate for the acoustic
delay differences between RM and HA microphones. While this presents a technical
challenge, other research into improving selective attention in HI listeners assumes
similar requirements (e.g., Favre-Felix et al., 2017).

In the present study, the HA signals were simulated using omnidirectional micro-
phones positioned at the pinnae. Thus, the signals presented replicated an “ideal” HA
(i.e., full bandwidth) and did not include standard HA signal processing that might
affect spatial perception (e.g., directional microphones/beamforming, compression,
and noise-reduction). Further, the signals were recorded in anechoic conditions. Thus,
MAA thresholds in more realistic conditions are likely to be larger.

CONCLUSION

Based on the results from the present study, the detrimental effects of an RM on
localization can be minimized by targeting a relative delay of 10–20 ms between the
RM and HA signals. Further, the gain of the RM should be reduced as much as is
possible while still maintaining its beneficial effects on speech intelligibility.
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